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Abstract

This report provides an overview of the ways in which changes in non-tariff measures
(NTMs) are mapped into welfare effects through changes in trade costs. This is done in
two steps. First, methods to calculate the trade cost changes associated with changes in
NTMs are discussed, concentrating on changes in NTMs as a result of the conclusion of
FTAs. Second, the different ways to calculate the welfare effects of changes in trade costs
are presented, compared, and assessed. In the first part the two main approaches to estimate
NTM reductions associated with the implementation of FTAs are introduced and examined,
the bottom-up and top-down approach. We then take the case study of the Transatlantic
Trade and Investment Partnership (TTIP) to evaluate how expected reductions in NTMs as
a result of a conclusion of an FTA are estimated in different impact assessment studies. We
compare and analyse the main differences in these estimations and examine how they affect
the overall economic impact of TTTP. We find that accounting for differences in the expected
NTM reductions can explain a large share of the discrepancies regarding the overall poten-
tial economic effects between different impact assessments of TTIP. In the second part we
compare the solution methods and baseline calibrations of three different quantitative trade
models (QTMs) used to evaluate the effects of counterfactual experiments on reductions in
NTMs: computable general equilibrium (CGE) models, structural gravity (SG) models and
models employing exact hat algebra (EHA). The different solution methods generate identi-
cal results on counterfactual experiments with changes in NTMs if baseline trade shares or
baseline trade costs are identical. SG models, calibrating the baseline to gravity-predicted
shares, potentially suffer from bias in the predicted welfare effects as a result of misspec-
ification of the gravity equation, whereas the other methods, calibrating to actual shares,
potentially suffer from bias as a result of random variation and measurement error of trade
flows. Simulations show that fitted shares calibration can generate large biases in predicted
welfare effects if the gravity equation does not contain pairwise fixed effects or is estimated
without domestic trade flows. Calibration to actual shares and to pairwise fixed effects based
fitted shares display similar performance in terms of robustness to the different sources of
bias.
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1 Introduction

To evaluate the welfare effects of non-tariff measures (NTMs) trade economists typically proceed
in two steps. First, the trade cost equivalent of the NTMs is calculated and second, welfare
effects of the trade cost reductions are calculated with a general equilibrium model. In this
report we provide a detailed overview of the different approaches to calculate the trade cost
reductions of NTMs and to map these trade cost reductions into the welfare effects. To explain
the different approaches we use as case study the different impact assessment studies on the
Transatlantic Trade and Investment Partnership (TTIP), a free trade agreement (FTA) between
the US and the EU, focusing on the expected changes in NTMs as a result of TTIP.

We distinguish between the two main approaches to calculate the reductions in NTMs
as a result of TTIP: the bottom-up approach and the top-down approach. The bottom-up
approach identifies the NTMs already in place between FTA partners and specifies scenarios for
the expected trade cost reductions associated with this specific FTA. The top-down approach
estimates the trade cost reductions from past FTAs, imposing that the expected trade cost
reductions of the specific FTA in case, will be similar as in comparable agreements from the
past. In general, most studies use the concept of ad valorem equivalent (AVE) of an NTM,
which is the equivalent ad valorem trade cost for a particular NTM and we will discuss how
AVEs associated with NTMs are calculated in the two approaches.

Quantitative trade models (QTMs) are employed to map trade costs associated with changes
in NTMs into welfare effects. QTMs are employed mostly in ex ante studies on the expected
effects of changes in NTMs, for example as a result of the introduction of free trade agreements
like TTIP, CETA, and TPP (Felbermayr et al., 2013b; Fontagne et al., 2013; Aichele et al.,
2014; Egger et al., 2015; Felbermayr et al., 2015; Petri et al., 2011; Ciuriak et al., 2016) or the
WTO-agreement on trade facilitation (WTO, 2015). They are also used in ex post studies on for
example NAFTA (Caliendo and Parro, 2015). In this report we distinguish between three types
of QTMs in the literature: computable general equilibrium (CGE) models (for example Hertel
(2013a)); structural gravity (SG) models (for example Anderson and van Wincoop (2003)); and
models employing exact hat algebra, EHA-models (for example Dekle et al. (2008)).

Although the three approaches are microfounded, there are several differences. The first
difference concerns the solution method of a counterfactual exercise. In the SG-approach and
one of the approaches in the CGE-literature (dubbed CGE-in-levels) endogenous variables are
solved for with baseline and counterfactual trade costs (in a different way) and the outcomes
are compared to determine the change in welfare. In the other CGE-approach (dubbed CGE-
in-relative-changes) and in the approach using EHA the relative change in welfare is calculated
in one step (again in different ways).

The second difference is that SG-models and models applying EHA intend to estimate all
behavioral parameters structurally, i.e. the estimating equations are derived from the same
model as is used for the counterfactual exercises. Moreover, estimation and counterfactual ex-
ercise are based on the same dataset. CGE-models instead oftentimes also contain parameters
taken from the literature. Third, in general the SG- and EHA-models tend to be more compact
and parsimonious models, whereas CGE-models are more extensive including features like en-
dogenous capital accumulation, non-homothetic preferences, and multiple factors of production.
A fourth difference is the calibration of baseline trade costs. In the SG-approach the trade costs
are structurally estimated based on gravity regressors. Baseline trade costs are equal to the
fitted or predicted values of the estimated gravity equation and baseline import shares are thus
equal to the fitted import shares. In the CGE- and EHA-approach instead baseline import
shares are equal to the actual import shares in the data. Calibration to the fitted shares can
be defended based on the argument that random variation in trade flows are filtered out in this
way. Furthermore, it has been argued that this approach is robust to measurement error in
observed trade flows (Yotov et al., 2016). On the other hand, calibration to actual shares does



not suffer from potential misspecification of the gravity equation.

The choice to structurally estimate behavioral parameters will not systematically affect
the predicted welfare effects. The impact of the scope of the models has been discussed in the
literature (see for example Costinot and Rodriguez-Clare (2013) or Bekkers and Rojas-Romagosa
(2017) for elements not addressed in Costinot and Rodriguez-Clare (2013) like endogenous
factor accumulation and non-homothetic preferences).! Therefore in the second part of this
report we concentrate on the other two differences. More precisely, we explore the impact of
the different solution methods and baseline calibrations methods in QTMs on the predicted
welfare effects of counterfactual trade policy experiments. To compare the different methods, a
single-sector trade model with Armington preferences as in Anderson and van Wincoop (2003)
is set up. Equilibrium equations, solution methods, and baseline calibration are mapped out
in the three approaches: SG, CGE (both CGE-in-levels and CGE-in-relative-changes), and
EHA. It is shown analytically and verified numerically that the different solution methods
generate identical welfare effects if either the baseline import and export shares or the baseline
iceberg trade costs, output and expenditure are identical. This implies that different solution
methods available in the literature like solving for the baseline ’effective labor’ as for example
in Alvarez and Lucas (2007) and Levchenko and Zhang (2016) or the procedure to ’estimate’
multilateral resistance terms as in GE PPML (Anderson et al., 2015) do not affect the results
of a counterfactual trade cost experiment. The values of baseline trade costs, output and
expenditures completely nail down the welfare effects of counterfactual experiments.

The impact of baseline calibration is examined with numerical simulations with the single
sector model with both 121 regions from the GTAP9 data (120 countries and one rest-of-the-
world) corresponding with cross-section gravity estimation and with 43 regions from WIOD
corresponding with panel gravity estimation. The three sources of bias mentioned above, mis-
specification of the gravity equation, random variation in trade flows, and measurement error in
observed trade flows, are explored for the two ways to calibrate baseline trade costs (to actual
shares and to gravity-fitted shares). Before exploring these biases, various counterfactual trade
experiments are implemented numerically to study the determinants of the bias. It is shown
that the welfare effects will display large biases if baseline import and export shares are not
correct. In particular, the welfare effects are biased upward if baseline import and export shares
vis-a-vis the liberalizing partner are biased upward. So if for example baseline trade shares be-
tween the EU and the US are upward biased, a trade cost reduction experiment between these
two regions such as the TTIP-experiment, will generate upward biased welfare effects for these
regions.

The three sources of bias are evaluated with the counterfactual experiment of a reduction in
trade costs between the USA and the EU (TTIP) with four main results. First, misspecification
of the gravity equation can generate large biases in predicted welfare effects. Misspecification
means in the context of this report that predicted values of the fitted gravity equation deviate
systematically from the actual values, because the gravity equation is not well-specified. Mis-
specification is in particular severe when domestic trade flows are not included and predicted
domestic trade flows are generated based on the estimated gravity equation employing only
international trade flows. Second, the misspecification bias becomes relatively small, once pair-
wise fixed effects are included. In a panel data setting this implies that fitted import shares
will be an average of the actual shares. In a cross-section setting fitted shares would become
exactly equal to actual shares and the two calibration methods would then thus be identical.

Third, random variation in trade flows is not a reason to prefer calibration to fitted shares
based on a gravity equation with pairwise fixed effects over calibration to actual shares. The bias
generated by employing actual shares, and thus erroneously taking random variation in trade

! Costinot and Rodriguez-Clare (2013) point out that a disadvantage of more extensive and complex models is
that results are more difficult to interpret (and become like a black box). CGE-proponents argue that by adding
more features to a model, it is possible to explore effects at more detailed sector- and factor-level for example.



flows into account, is of similar size as the misspecification bias with fitted shares. To compare
the two types of errors, hypothetical trade data are generated by adding random variation in
trade flows to the actual trade flows. This setting is chosen instead of a setting employing
data generated entirely randomly based on a data generating process, since the data-generating
process would have to account for misspecification to be able to compare the sources of the bias.
And the degree of misspecification would be based in turn on the actual data. Instead of using
this roundabout way, random variation is added to actual trade data with random variation
based on a data generating process with the variance disciplined by random variation in the
estimated gravity equation including pairwise fixed effects.

Fourth, measurement error in trade flows is neither a reason to prefer calibration to fitted
shares over calibration to actual shares. To draw this conclusion measurement error is added to
the actual data with the data generating process for measurement error based on the difference
between reported exports and imports in COMTRADE data.? This gap reflects oftentimes
measurement error (besides the cif-fob margin) and is considered the best way to get a measure
for the size of measurement error. The time-varying share of measurement error in the data is
determined and based on this share, both time-varying and time-invariant measurement errors
are generated. The simulations show that calibration to fitted shares with pairwise fixed effects
does not perform better than calibration to actual shares, which seems to be due to the fact that
the former calibration also picks up time-invariant measurement error and moreover still suffers
from misspecification bias. To get rid of the time-invariant measurement error, calibration to
fitted values using pairwise gravity variables and omitting pairwise fixed effects could perform
better. However, the simulations show that this specification performs far worse, since the
misspecification bias dominates the measurement error bias.

The report is related to three topics in the literature. First, various scholars study scope
and solution methods of quantitative trade models, albeit in different literatures. Costinot and
Rodriguez-Clare (2013) examine the impact of the scope of quantitative trade models employing
exact hat algebra on the predicted welfare effects. Horridge et al. (2013) outline and compare
numerical solution methods and softwares employed in the CGE-literature. Yotov et al. (2016)
give an in-depth overview of the use of structural gravity models to conduct counterfactual
trade policy experiments. However, none of these scholars compare the methods used in the
different literatures.

Second, various researchers discuss size, implications, and fixes of measurement errors in
trade data. Egger and Wolfmayr (2014) provide a detailed overview of different trade statistics
available and their differences.®> Gehlhar (1996) maps out the methodology employed by GTAP
to reconcile trade and production data based on the reliability of reporting sources. And Yotov
et al. (2016) argue that the methodology followed in SG-models is robust to measurement error
and is henceforth an alternative remedy for measurement error in trade data.

Third, the report is related to work by Egger and Nigai (2015) who study the impact of
unobserved trade costs on gravity estimation. They show that unobserved trade costs are large
and that estimated technology parameters and coefficients on bilateral gravity variables like
distance are biased in the presence of unobserved trade costs. This report instead studies the
impact of unobserved trade costs on the bias in predicted welfare effects of counterfactual trade
policy experiments through its impact on the baseline calibration of trade costs.

The report makes three important contributions to the literature. First, it compares the
baseline calibration and solution methods of the different QTMs and thus sheds important
light on the on-going discussion of the merits of the different approaches in QTMs. Second,
it shows that baseline calibration can have a large impact on the predicted welfare effects of
counterfactual trade policy experiments. Third, it evaluates arguments favoring the two ways of

2In this paper we are not interested in classical measurement error in the regressors, causing attenuation bias
of the estimated coefficients. The focus is measurement error in the regressand, which is the value of trade.
3Jones et al. (2014) conduct a similar exercise concentrating on global input-output data.



baseline calibration, to actual and to fitted shares, concluding that calibration to actual shares
and calibration to fitted shares based on a gravity estimation including pairwise fixed effects
generate similar and accurate predictions. Calibration to fitted shares based on bilateral gravity
regressors only instead can generate large biases in the predicted welfare effects.

We start this report with an outline of the different approaches to the estimation of trade
cost reductions associated with NTM provisions in FTAs in Section 2. Then we introduce the
different TTIP impact assessment studies and the expected reductions in NTMs used as an
example to illustrate the calculation of NTMs in Section 3, also discussing so-called spillover
effects from the introduction of FTAs on NTMs between FTA-partners and non-FTA-partners.
In Section 4 we compare the predicted trade cost reductions for a set of studies on TTIP. Then
we move to the second part of the report, the mapping of trade cost reductions into expected
welfare effects. Section 5 compares the different methods in theory by outlining the employed
trade model and gravity equation, introducing the four approaches used in the literature and
presenting the differences in terms of baseline calibration and solution method. Section 6
explores the differences between baseline calibration and solution methods of the four approaches
numerically. Section 7 explores the three sources of bias of calibration to fitted and actual shares,
respectively gravity misspecification and random variation and measurement error. Section 8
concludes.

2 Calculating NTM reductions associated with FTAs

Since tariff levels are low for many countries negotiating deep FTAs like TPP, TTIP and CETA,
the largest impact in these agreements will come from changes in NTMs. Thus, the proper
estimation of expected trade cost reductions associated with provisions on NTMs has become
a critical element for assessing the potential economic impacts of modern FTAs. To determine
the welfare effects of deep FTAs with provisions on NTMs, researchers first have to calculate the
associated reductions in trade costs. In this section we explain the two approaches to map the
NTM provisions into associated reductions in trade costs. Before discussing the two approaches
to calculating the trade cost reductions, we first point out how NTMs are modelled as trade
costs.

2.1 Modelling trade costs caused by NTMs

The typical approach in the literature is to assume that NTMs generate resource-dissipating
costs. Firms have to spend resources -i.e. time, working hours, financial resources— to comply
with differences in national regulations and with barriers to trade. Such resource-dissipating
costs are modelled in international trade using the concept of iceberg trade costs, where a frac-
tion of goods "melts away" in transit from one country to another, and this fraction corresponds
with the resources used or dissipated to deal with the particular NTM.

More formally, denoting iceberg trade costs for goods exported from i to j as 7;;, means
that 7;; units have to be exported by country ¢ to deliver one unit in country of destination
j. Hence, 7;; — 1 units are lost or "melted away" when transporting the good. The implication
is that the cost of selling a good from i to j is given by 7;;c;, where ¢; is the marginal cost of
production in exporter i.

We define iceberg trade costs without any NTMs in place as TZ?}ON ™ — 14 C;j, where
C;; encompasses all trade costs except for tariffs and non-tariff measures, such as international
transport costs and other costs related to distance, language, and other barriers to trade. Iceberg
trade costs inclusive of an NTM are defined as Tijj\[ ™ = (1 + Ci)(1 + AVEZ-]}[TM ), where
AVE{;-[ TM i5 the ad valorem equivalent of an NTM, a concept often used to express the size of
trade costs associated with an NTM. The AVE of an NTM is defined as the percentage increase



in trade costs because of the NTM being present:

NTM
Ty 1 (1)
noNTM

NTM

To calculate the AVE of an NTM, the empirical literature has employed two methods (Berden
and Francois, 2015). First, the price-based method relates the price difference between countries
to NTMs, controlling for other observable variables and fixed effects. Second, the value-based
method estimates a gravity equation relating the value of trade between countries to NTMs,
controlling again for other observable variables and fixed effects. Since all studies on TTIP
discussed in this chapter employ value-based methods, we explain how the iceberg trade costs
associated with an NTM, Tg TM ' can be calculated with this method.

Starting with a generic theoretical gravity equation, the bilateral trade value between coun-
try 4 and j inclusive of bilateral tariffs, V;;, can be expressed as follows:*

(1 +ty) 7y) " ViE,
Vij = (2)
J IL;Q;

where t;; is the ad-valorem tariff rate, Y; the total output of exporter i, E; is total expenditures
in country j, ¢ is the trade elasticity, and II; and €2; are the outward and inward multilateral
resistance terms, respectively. The outward term denotes the attractiveness for exporter 7 to
export to other destinations, and the inward term expresses the attractiveness for importer j
to import from other sources. Failure to control for multilateral resistance leads to omitted
variable bias (cf. Yotov et al., 2016).

From the theoretical formulation in Equation (2), the empirical gravity specification can be
written as:

Vij = exp (5’017- — 01 (1 + tij) + 7 In NTMS + 4 NTME +n; + uj) £ij (3)

NTMs can consist of both continuous variables, N T'M;;, which are included in logs in the
estimation and discrete variables, NT ij, which are included in levels. Cj; is captured by the
standard gravity bilateral variables affecting the value of trade (e.g. distance, tariffs, common
border, common language and colonial past). 7; and v; are the exporter and importer fixed
effects and ¢;; is an error term.

Comparing Equations (2) and (3), we see that iceberg trade costs can be written as 7;; =

exp (— B'Cijteln NZ;M” +7aNTMi; ) .5 We can now define the AVE of an NTM —i.e. the percentage

change in iceberg trade costs as a result of the presence of this NTM- for both continuous and
discrete variables. For continuous variables the AVE of an NTM is defined as the percentage
change in iceberg trade costs as a result of increasing the NTM-variable by 1%:
¢ dln T,
AVENTM® — — U 4
" dIn NT M (4)
If the NT'M;; is a dummy variable, the associated AVE is defined as the change in iceberg trade
costs by switching the value of the NTM-dummy (NT'M;;) from 0 to 1:

Tij

NTM{ =1 — 7

NTM;lj =0

AVENTM! = (5)

Tij NTMZ =0

4As shown by Head and Mayer (2014) many theoretical trade models can be expresses using this generic
gravity equation.

When running simulations the importer and exporter fixed effects in the theoretical gravity equations will
change as a result of changing the values of the NTM variable, but this does not affect the calculation of the
change in iceberg trade costs as a result of the NTM.



We can determine the two AVEs by combining the theoretical gravity equation in (2) with the
empirical gravity equation in (3). This gives:

dln‘/;j o dln‘/;j dlnTij

dIn NTMf; — dlnmij dln NT M (©)
Vi INTME =1 T INTME =1\
1= ; = exp (7a) (7)
Vij INTME =0 735 [NT Mg =0

The expressions for the AVEs as defined in equations ()-() can now easily be written as follows:

NTMe _ e
AVEij =0 (8)
AVEgTMd = exp <—F2d> —1 (9)

Equation (3) shows that the coefficient on tariffs can be employed to identify the trade
elasticity 6, used in the counterfactual experiments. This procedure is followed in some of the
TTIP studies (Francois et al., 2013; Egger et al., 2015; Aichele et al., 2014).

Of course equation (8) is an appoximation which becomes increasingly poor when the change
in the continuous NTM-measure (entered in logs in the gravity equation) becomes large. In
that case we can better use the exact expression for the change in the NTM-measure of a
continuous measure, from the old to the new level, so from N TMZ»Cj’0 to NT ij’l and denoted by
AVE@N TM® For completeness we also define the AV E associated with the change in a discrete

variable (entered in levels in the gravity equation) from NT Midj’0 to N TM;;-’I, AVEZ%N ™,

1
NTij

)1 c Je
avpgvewe T VIMGENTMG TN (VTGN T
K T Ivrae =N T Y 0 A\NTME
1] ij ij it
(10)
VINTMS!
7 INTME = NTM%! exp <_9]>
AVERNIN = = y 1= ~1 (11)
N ey d _ d,0 B ~ANTM®EO
Tz] NTMU NTMZ] exp _%

Some studies calculate the percentage change in iceberg trade costs using an approximation.
The relative change in the value of trade as a result of changing a zero/one variable like NT M

is written as follows:®
OV 0lnVy Odlnty; (12)
8NTM% O0ln 7 8NTMZ~dj
From the gravity equation in (3) we have:
8 In V;j
Y -1 1
oNTL = e O (13)
Combining equations (12)-(13) gives for the percentage change in iceberg trade costs:
Oln T __exp (va) — 1 (14)
ONTM;; 0

50ur notation is somewhat loose here, since NTMZ-dj is a discrete variable. Formally, we should write
d _ d _
AVEZ-IYTMd’apW _ i [NTMEL =1 -7 |[NT M =0 .
J Tij|NTng:0




The exact change in iceberg trade costs instead is given in equation (9). For larger values of 7,
equation (14) becomes an increasingly poor approximation of the exact expression in equation
(17). For example with v = 1.21 and 6 = 7, we would find a percentage change in 7;; of —33.6%
instead of the —15.9% based on equation (9). Kee et al. (2009) use equation (14) to calculate
the AVE of NTMs. The AVE of an NTM is defined as the percentage change in iceberg trade
costs, thus implicitly assuming that iceberg trade costs without the NTMs are equal to one.
Since the level of trade costs without NTMs is unknown, this is a natural normalisation. But
as we have shown with our numerical example, equation (14) is an approximation and it seems
better to use equation (9) to calculate the gravity-inferred AVE.

2.2 Two approaches to calculate NTM-related trade cost reductions

The previous subsection has equipped us with the necessary tools to understand the differences
between the two approaches to calculate the reduction in trade costs as a result of NTM pro-
visions in FTAs: the bottom-up approach and top-down approach. To compare the expected
trade cost reductions in the two approaches, we have to calculate the ad valorem equivalents of
the introduction of an FTA.

2.2.1 Bottom-up approach

The bottom-up approach first calculates the size of NTMs already in place between FTA part-
ners and then makes assumptions, or specifies scenarios, to infer the potential reductions in
NTMs that can be expected from the implementation of that particular FTA. So, these studies
start with initial levels of AVEs associated with current NTMs in place, and then impose sce-
narios for the percentage reductions in these NTMs or the AVEs of the NTMs as a result of the
conclusion of an FTA.

Oftentimes the size of NTMs is estimated at the sector-level using detailed micro data —i.e.
firm-level surveys and product-level data, and sometimes in combination with expert opinion.
For instance, Francois et al. (2013) infer the size of NTMs based on business surveys with
about 5,500 data points. These data are mapped into AVEs by estimating sector-level gravity
equations. Fontagne et al. (2013) estimate the size of NTMs in goods based on product level
data from the UNCTAD-TRAINS database for NTMs in goods, and estimate the size of NTMs
in services at the sector level based on importer fixed effects in each country relative to a
benchmark country with the lowest level of NTMs judged by the amount of trade (Fontagne
et al., 2011). In Section 3.2 we provide a detailed explanation of the specific estimations used
in both papers.

To compare the bottom-up studies with the top-down studies we have to calculate the
implied AVE of the FTA based on the AVEs of NTMs in place and scenarios for the reductions
in these NTMs. We can do this in two ways, using either assumed percentage reductions in
NTMs or assumed percentage reductions in the AVEs of NTMs. The first approach to calculate
the AVEs of an FTA in bottom up studies can be chosen when NTM-levels have been calculated
based on gravity estimation and all estimation details are available. We can then apply equations
(10)-(11) imposing a percentage reduction in the NTM from NTMZ-dj0 to NTM%I. We see that
for calculation of the associated AVE, AVEZ%N TM? i case of a discrete NTM measure, we need
the estimated coefficients and trade elasticities, respectively 4% and 6.

The second approach to infer the AVEs of an FTA based on bottom-up studies can be

followed when only initial AVEs of NTMs are available and scenarios for the percentages by
which these AVEs are reduced. Defining the initial level of AV E in the bottom-up studies as

NTM,FTA NTM,NO—-FTA
AV ETMETA_ gy gTMNO

AV Ei];/TM,NofFTA E 5T A_

ij
(in the CEPR and CEPII studies for example typically 25%), we can calculate AVE of the FTA,

and a percentage change in these AVEs as pc_ AV

AVE.NTM’NO_FTA

I



AVE{;TA, (so the percentage change in iceberg trade costs) as:

FTA NO—-FTA NTM,FTA NTM,NO—-FTA
) TZ-]}[O_FTA 1+ AVE;}TTM,NO—FTA
AV EZ_]\[TM,NO—FTA
J FTA
= — pc_ AV E:: 15
1+ AVEZT];-[TM’NO FTA %) ( )

For example, an initial AVE of 9.3% and a reduction by 25% as in the CEPR study for
services in the EU leads to a percentage reduction in iceberg trade costs of 2.1%, %25% =
2.1%.

A somewhat different version of the bottom-up approach can be found in the study on the
effects of Trans-Pacific Partnership (TPP) by Ciuriak et al. (2016). This is an ex-ante study of
the expected effects of TPP that is based on the negotiated treaty text to infer expected trade
cost reductions.” In particular, this study maps the TPP treaty text into trade cost indicators
such as the OECD’s services trade restrictiveness index (STRI). Hence, they identify provisions
in the text that lead to changes in trade cost indicators, controlling for what has been dubbed
as "legal inflation" — i.e. provisions in treaties that do not effectively reduce trade costs (Horn
et al., 2009). These changes in the trade cost indicators can then be mapped into associated
AVEs (so percentage reductions in iceberg trade costs) based on gravity estimations with these
trade cost indicators.

2.2.2 Top-down approach

The top-down approach infers the expected reductions in NTM trade costs exclusively based
on gravity estimation. Therefore, this method does not calculate initial levels of NTMs but
determines the trade cost reduction associated with an FTA directly from a similar specification
as in Equation (3). In particular, calculating the iceberg trade costs reductions as a result of

an FTA (7'5 TA) using the top-down approach is straightforward: the variable NT M;; has to be
replaced by FTA;; in Equation (3), to estimate:

Vij = exp (,B’Cij —0In(1+ tij) +OFT A + AT +m; + Vj) Eij (16)

where F'T'A;; can be either a dummy variable that indicates the presence of an FTA between
¢ and j or an index that determines the "depth" of the FTA between both countries. T;; are
the tariffs from Comparing equations (2) and (16), we observe that iceberg trade costs can be
written as 7;; = exp (—%). The associateed AVE of an FTA can then be calculated

based on the change of the FTA-dummy, FTA;;, from 0 to 1:3

FTA _  NO-FTA

FTA _ Tij ij _ 0
AVE; " = TNO—;?TA - P (_9) ! (17)
ij

The coefficient on the FTA variable (§) assesses by how much FTAs have increased trade in
the past and can thus be used to determine the percentage change reduction in iceberg trade
costs as a result of the FTA. Note that in this specification both the tariffs and non-tariff mea-
sures associated with an FTA are grouped. Some studies, on the other hand, explicitly include
tariff levels in equation (16), which allows to separately identify the NTM components associ-
ated with the implementation of the FTA. In this case, equation (17) will estimate AVE{}[ ™

"In contrast, since negotiations are still ongoing on TTIP, there is still no final treaty text that can be used.
8 Again, the importer and exporter specific terms will change with different FTA values, but this does not
affect the iceberg trade costs estimations.



—i.e. the AVE reduction associated only with the NTM provisions in the FTA, independent of
any tariff reductions in the agreement.

As discussed into detail in Section 3.2, the studies using the top-down approach differ with
respect to the level of aggregation of trade data used (sectoral versus aggregate), whether
endogeneity of FTAs is accounted for or not, and whether the trade elasticities are estimated
structurally (from the same gravity equation) or not. For instance, some studies (Felbermayr
et al., 2015, 2013b; Carrere et al., 2015) employ a simple 0-1 FTA dummy, implying that TTIP
would generate the same trade cost reduction between EU countries and the US as FTAs have
done on average in the past. On the other hand, Egger et al. (2015) and Aichele et al. (2014)
instead consider the depth of an FTA and model TTIP as the move from no FTA to a deep
FTA. Another important difference is that in the first set of studies the trade elasticity is taken
from the literature, whereas in the studies employing the depth of FTAs the trade elasticities
are estimated structurally with the gravity equation.

2.3 Comparing both approaches

When comparing both methodological approaches, there are advantages and drawbacks from
each. On the one hand, the bottom-up approach requires a data-intensive process (i.e. the use of
micro-data and surveys) that provides detailed information on different trade costs associated
with NTMs. This process also provides asymmetric bilateral trade cost data, which reflects
initial country- and sector-specific trade cost levels, and thus, the potential for reductions when
negotiating FTAs.

On the other hand, the top-down approach can be applied using standard gravity datasets
and econometric specifications, which makes it a less data and analytical-intensive process. In
addition, when properly specified, this approach can also inform about non-observable trade
costs that are overlooked by the bottom-up approach. However, this more straightforward
approach also comes at the cost of assuming symmetric trade cost reductions, which disregard
different initial NTM values by country and sector.

3 Overview of studies on TTIP

This section provides a brief introduction to the different studies that will be compared in this
chapter. In general, the studies can be divided between CGE-based models and structural
gravity (SG) models.? After this overview, we conduct a more systematic comparison of the
way trade cost reductions are modelled in each TTIP study.

3.1 General characteristics of the TTIP studies
3.1.1 CEPR Study (Francois et al., 2013)

The most influential and mostly cited economic analysis of TTIP has been the CEPR study
(Francois et al., 2013) using a CGE-based analysis.!? This study employs a CGE model to
simulate the expected economic impact of TTIP.!'' The model’s main features are intermediate
linkages, multiple sectors and production factors, endogenous capital accumulation, monopolis-
tic competition and the inclusion of international transport margins, export subsidies, import

9See Bekkers and Rojas-Romagosa, (2017) for a detailed discussion of the differences between both modelling
frameworks, and the related TTIP economic effects.

'OThis is the reference study by the European Commission and DG Trade (cf. European Commission, 2013)
and the study discussed by most commentators (see for example The Economist, 2013; Rodrik, 2015; Wolf, 2015;
The Guardian, 2015; Mustilli, 2015). The relevance of this study is highlighted by the request of the European
Parliament to conduct an independent evaluation of this study, which was done by Pelkmans et al. (2014).

" The study uses a variant of the GTAP CGE-model. The main characteristics and references to the standard
GTAP model are detailed in Hertel and Tsigas (1997) and Hertel (2013b).
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tariffs and other taxes. The CEPR study uses the GTAP-8 database (base year 2007), with 20
sectors and 11 regions, where the EU is treated as a single region rather than 28 disaggregated
countries. A baseline scenario for 2027 is then projected by endogenising productivity growth
such that macroeconomic aggregates in the baseline are equal to long-term GDP projections
from the OECD and UN population projections.

The study explores the economy-wide impacts of several TTIP scenarios, of which reducing
tariffs and NTMs are the most important. As an outcome of the CGE analysis, detailed simu-
lation results are provided for expected changes in GDP, household disposable income, overall
aggregate and bilateral export and import flows, trade diversion effects (from/to intra-EU, US
and third-countries), terms-of-trade, tariff revenues, sectoral output and sectoral trade flows.
The sustainability impact also includes detailed results on changes in wages for high- and low-
skill workers, sectoral employment by skill level, labour displacement measures, changes in CO2
emissions and land use. Finally, the study provides GDP and trade effects for third-countries.

3.1.2 CEPII study (Fontagne et al., 2013)

The CEPII study starts with a description of the current trade and investment relations be-
tween the EU and the US. Given the limited average level of the import tariffs between both
regions (2% in the US and 3% in the EU), they predict that these tariffs will not be the most
important topics in the TTIP negotiations.'?> As with the CEPR study, this study finds that
the corresponding levels of protection provided by the non-tariff measures are much higher on
average than those provided by the tariffs. They also find that these differ significantly across
sectors. Thus, they state that the significant negotiation topics at the macroeconomic level are
on non-tariff measures, regulation in services, public procurement, geographical indication of
origin and investment. They argue that these topics are contentious and provide an overview of
each topic. The sector-specific trade barriers, together with NTMs and other contentious topics
explain the overall sensitivity of the TTIP negotiations.'® Finally, to assess the macroeconomic
effects of TTIP they use the MIRAGE CGE model (Bchir et al., 2002) that similar to the CGE
model in the CEPR study, provides a broad set of economic outputs.'*

3.1.3 Egger et al. (2015)

Egger et al. (2015) examine the potential impact of TTIP with a hybrid approach that combines
a CGE economic model with structural estimation of the trade elasticities and the expected
trade cost reductions to generate estimates of the welfare effects for the EU, United States and
third countries. The study follows a two-step approach. In the first step a gravity model is
employed to yield estimates of reductions in trade costs. These values are then used as inputs
in the second step where a CGE model simulates the economy-wide effects. This study focuses
on and reports largely the same outcome measures as Francois et al. (2013). The CGE model
employed in Egger et al. (2015) is also very similar to the model in Francois et al. (2013). The
main difference with respect to the CGE application is that Egger et al. (2015) use the more
recent GTAP-9 database with base year 2011 instead of the older GTAP-8 database with base
year 2007.

2However, they do acknowledge that tariffs will be important for some sensitive sectors: for both the EU and
US dairy products, clothing and footwear are sensitive. Furthermore, steel items are sensitive for the US and
meat products for the EU.

13 As in other studies reviewed here, they acknowledge that not all of the different aspects of the negotiations
can be incorporated into a model.

! This CGE model is also related to the GTAP-class models.
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3.1.4 Felbermayr et al. (2015)

The study by Felbermayr et al. (2015) is a typical structural gravity (SG) application based
on a one-sector model with both a gravity equation to determine the trade costs associated
with the TTIP experiment and a general equilibrium equation to calculate the welfare effects,
where both equations follow directly from the theoretical gravity model. Baseline trade costs
are calibrated to the fitted/predicted values of the estimated gravity equation. The paper does
not follow the structural gravity literature in the determination of the parameters of the model,
since the trade elasticity —a crucial parameter in the calculation of the welfare effects— is not
estimated structurally, but is taken from the literature (i.e. Egger et al., 2011; Egger and Larch,
2011a).

3.1.5 Felbermayr et al. (2013a)

Felbermayr et al. (2013a) explore the effects of TTIP on both trade and welfare and on the
labour market. This is done with two distinct SG models. The first model explores the impact
on trade, GDP and welfare for 126 countries, whereas the second model is limited to 28 countries
due to the lack of available labour market data for more countries. The first model is identical
to the model employed by Felbermayr et al. (2015) except for the variables included in the
gravity equation.

3.1.6 Aichele et al. (2014)

To date, the study by Aichele et al. (2014) is the most sophisticated SG-based study on TTIP.
These researchers use a multi-country and multi-sector Ricardian trade model with national
and international input-output linkages identical to the model employed by Caliendo and Parro
(2015) to study the impact of tariff reductions as a result of NAFTA. Counterfactual outcomes
are calculated employing so-called exact hat-algebra with baseline import shares calibrated to
actual import shares as in the CGE-approach.

3.1.7 Carrere et al. (2015)

Carrere et al. (2015) use a multi-sector SG approach to determine the real wage and unemploy-
ment effects of TTIP by including labour market frictions and equilibrium unemployment in
an Eaton-Kortum-type trade framework. The authors also present welfare effects based on a
weighted average of real wage and unemployment effects. A salient feature of this study is that
the negative unemployment effects dominate the positive real wage effects in their setup, which
generate overall negative welfare effects in some countries. The negative unemployment effects
stem from a reallocation of workers from sectors with less labour market frictions and smaller
equilibrium unemployment to sectors with more labour market frictions and higher equilibrium
unemployment.

3.2 NTM reductions in each TTIP study
In this section we explain how each particular impact assessment study estimates the associated
trade cost reductions from implementing TTIP.

3.2.1 Francois et al. (2013)

Francois et al. (2013) take into account the three types of trade cost reductions associated with
FTAs: tariffs, NTMs and spillover effects. To determine the size of reductions in NTMs as a
result of TTIP, this study follows a bottom-up approach, taking four steps. First, the size of
NTMs is inferred from business surveys (with about 5,500 data points). Firms from a particular
country i are asked to rank the overall restrictiveness of an export market j between 0 and 100.
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The bilateral indexes are aggregated per sector to importer j specific indexes. This aggregated
number defines the size of NTMs for imports into country j. The import-specific indexes are
then included in a standard gravity regression —as in Equation (3)— by interacting the NTM
measures with dummies for intra-EU, intra-NAFTA and transatlantic trade. Actionable NTMs
between the EU and the US are then defined as the difference in the ad valorem equivalent trade
costs of the NTMs (using estimated tariff elasticities in goods, while for services a trade elasticity
of 4 is used) for US-EU trade, intra-EU trade (NTMs into the EU), for US-EU trade and intra-
NAFTA trade (NTMs into the US). Comparing these trade cost estimates, the actionable NTMs
to be negotiated in TTIP consist of the difference in costs perceived by businesses surveyed of
importing into an EU country from the US in comparison to importing into the same EU country
from another EU country.

Second, NTMs are divided into two categories: cost-increasing barriers and rent-creating
barriers.!> On the basis of the Ecorys (2009) survey and expert judgement, on average (across
sectors) 60% of the NTMs are cost-increasing. The other 40% of the claimed increase in prices
as a result of NTMs, can be attributed to rents. The implication of these rents is that with
existing NTMs firms have more market power and thus set higher prices.'6

Third, the study assumes that only a fraction of NTMs can be reduced, as it is not possible
to remove them because of legal, institutional or political constraints.'” It is then assumed that
50% of the ad valorem equivalent of estimated NTMs can be reduced, or as they term it, are
actionable.!8

Fourth, as part of the TTIP experiment only a fraction of the actionable share of NTMs is
assumed to be lowered as a result of signing TTIP. Different scenarios are employed, but the
baseline scenario has a 50% reduction in the actionable NTMs. The result of combining the
actionability share with the share of actionable NTMs reduced (both 50%) is that NTMs are
expected to fall by 25% with TTIP.

3.2.2 Fontagne et al. (2013)

The CEPII study uses the estimates for NTMs in goods from the study by Kee et al. (2009) and
their own CEPII estimates (Fontagne et al., 2011) for NTM values in services. Kee et al. (2009)
estimate AVE NTMs using a 0-1 dummy variable on NTMs at a very detailed product (tariff
line) level (HS6) using the UNCTAD’s TRAINS database. To consolidate this information, they
then regress import values per country and tariff line (corrected for endogenous tariffs) on the
(instrumented) NTM-dummies, constraining the coefficients to be positive. Thus, their calcu-
lations are based on product-level import equations that consolidate information from several
sources, in particular, the NTMs already contained in the UNCTAD-TRAINS database. Finally,
trade elasticities are estimated based on the Feenstra (1994) approach —using identification by
heteroskedasticity— and these are then used to obtain the NTM AVE values.

Fontagne et al. (2011) estimate NTMs in services using a residuals method based on the
importer fixed effect in each importer country relative to the importer fixed effect in a benchmark
country with the highest value of predicted trade relative to actual trade. The importer fixed
effect of the benchmark country defines trade costs in the most liberalised country and thus,
in the country with the largest scope for trade liberalisation. These estimates generate NTM

15See Box 1 in Francois et al. (2013) for more details.

161t is not clear from the description of the simulations whether prices are really reduced by 40% of the ad
valorem equivalent of the actionable NTMs as a result of the TTIP experiment or whether the 60%/40% cut only
serves to determine the share of NTMs that is cost-increasing.

" These limitations in reducing NTMs stem from legal and even constitutional restrictions, political and con-
sumer sensibilities and technical limitations, among others. See Egger et al. (2015) for a more detailed discussion
on this topic.

18The share is based on expert opinions, cross-checks with regulators, legislators and businesses opinions taken
from the business survey in Ecorys (2009). More details are in Box 1 in Francois et al. (2013).
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AVESs of cross-border trade flows in services for nine services sectors and 65 countries from the
GTAP database.

The CEPII study then employ a 25% reduction in their estimated NTM AVE values, based
on the same arguments used in Francois et al. (2013) —i.e. the level of actionability (50%) times
the expected level of NTMs that can be actually negotiated in TTIP (also 50%).

3.2.3 Felbermayr et al. (2013a) and Felbermayr et al. (2015)

Both these studies follow a top-down approach as in Equation (16) separately accounting for
tariffs and using a dummy variable for FTAs. So instead of calculating the ad valorem equivalent
TTIP with the depth of FTAs, they use a simple zero-one dummy for all FTAs. The two studies
only differ with respect to the number of countries included in the gravity estimation and the
control variables employed.!” The gravity equation is estimated with PPML accounting for
endogeneity of FTAs, based on the approach in Egger et al. (2011). The two studies do not
report the AVEs of their TTIP experiment, since they directly calculate the change in income,
multilateral resistances and welfare as a result of the change in the FTA dummy from 0 to 1.
However, the NTM AVE values can be easily obtained from Equation (17), using their estimated
FTA coefficient (§) and the employed trade elasticity (6).

3.2.4 Egger et al. (2015)

This study calculates the reduction of NTMs in goods employing a top-down approach, while
the reduction in NTMs in services is calculated with a bottom-up approach. To calculate the
reductions in NTMs on manufacturing goods, a gravity equation as in Equation (16) is estimated
including the depth of FTAs, while controlling for FTA endogeneity following the approach in
Egger and Larch (2011b). To measure the depth of FTAs the authors use the index of the
FTA-depth proposed by Diir et al. (2014) which ranges from 0 to 7, where TTIP is assumed
to be a deep FTA with the maximum value of a FTA-depth of 7.2° Based on the estimated
trade elasticities (9), the NTM AVEs are calculated as moving from no FTA (index=0) to a
deep FTA (index=7).

The AVESs of trade restrictions in services are taken from Jafari and Tarr (2015) based on
the World Bank’s STRI database (Borchert et al., 2014). Both for manufacturing goods and
services the remaining steps are the same as in Francois et al. (2013). Hence, NTMs are split
up into cost-increasing and rent-generating NTMs and only the share of actionable NTMs are
assumed to be reduced under TTIP. In this study the share of cost-increasing NTMs is again
50%, but in contrast to the CEPR study, the share of actionable NTMs is assumed to be now
100% (instead of 50%), which is consistent with the presumption that TTIP will be a deep FTA.
On the other hand, the share of actionable NTMs in services varies by scenario. In one scenario
there is no reduction in services NTMs and in the other scenario NTMs for non-financial services
fall by 50%.

3.2.5 Aichele et al. (2014)

NTM reductions in this study are defined as a reduction in iceberg trade costs calculated using
a top-down approach and separately accounting for tariff effects. A gravity model following
Equation (16) is estimated including dummies for shallow and deep FTAs. A shallow FTAs is
defined as an FTA with a score between 0 and 3 in the FTA depth index from Diir et al. (2014),
and a deep FTAs is defined as an FTA with an index between 4 and 7. The FTA dummies are

19The exact approach in Felbermayr et al. (2013a) can be found by consulting the companion study (Felbermayr
et al., 2013b).

2In terms of the coding of FTA-depth this means that the FTA should contain provisions on all seven topics
identified by Dir et al. (2014).
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instrumented by employing a measure for trade contagion proposed by Baldwin and Jaimovich
(2012). To determine the reduction in overall iceberg trade costs for goods this study uses
the estimated trade elasticities, whereas for services a trade elasticity of 5.9 is used, based on
estimates from Egger et al. (2012). Then they assume that the AVE NTM reductions associated
with TTIP can be calculated by shifting their FTA-dummy definition from 0 (shallow FTA) to
1 (deep FTA).

3.2.6 Carrere et al. (2015)

This study accounts for reductions in NTMs following the top-down approach in Equation (16)
with a 0-1 FTA dummy and separately estimating the effect of tariffs. Although they use data
on 35 sectors for their SG model, the gravity equation is estimated by pooling all sectors. Thus,
this study estimate a single trade elasticity of 3.17 and a coefficient on the FTA-dummy of 0.52.
Hence, despite having data at the sectoral level, only an aggregate NTM trade cost reduction
is calculated.

3.3 Spillover effects

Another importance source of divergencies in estimated trade cost reductions comes from the
so-called spillover effects —i.e. changes in trade costs in third countries that are related to the
NTM reductions between the TTIP partners. These spillover effects were first introduced in
the discussion on TTIP by Francois et al. (2013), distinguishing between direct and indirect
spillovers. Direct spillovers occur when third countries find it less-costly to export to the EU
and the US as a result of T'TIP. Indirect spillovers take place when third countries partially take
over the harmonised standards in the EU and US, resulting in lower trade costs between third-
countries and for exports from the EU and US to third countries. The spillover effects stem from
the expectation that TTIP will lead to improved regulatory cooperation between the EU and
the US and that this new regulatory framework will become a global standard. Harmonisation
of regulations will make it less costly to comply with the fixed costs of exporting to the EU and
US market: these costs have to be incurred only once if regulations are harmonised.

The obvious effect of modelling spillovers is that negative trade diversion effects on third
countries become smaller. The assumption of positive spillover effects is not uncontroversial.
When two countries harmonise standards, they will also replace old standards, possibly agreed
upon with third countries. This might make it more difficult for third countries to comply with
the new standards, thus generating cost increases instead of cost reductions. The empirical
literature on the scope for spillover effects is summarised in Baldwin (2014), although he or-
ganises the discussion around the concept of "negative trade diversion'. When a country signs
a deep FTA it might improve the functioning of its services sector, implement stricter rules on
competition policy and streamline its government procurement, for example. To a large extent
these measures are non-discriminatory in nature, thus also generating benefits for non-members.
The studies cited in Baldwin (2014) indicate that the scope for negative trade diversion is very
limited: in most cases trade with non-FTA partners also increases when an FTA is signed. This
does not provide, however, conclusive evidence for the presence of direct spillover effects: trade
with non-FTA partners might also increase after an FTA has been signed because countries
signing an FTA might be implementing other types of reforms together with signing an FTA.

Only Francois et al. (2013) works with direct and indirect spillover effects in their main
simulations, whereas most other studies report the effects of spillovers in the robustness checks.
All studies, however, follow Francois et al. (2013) by assuming that direct spillovers (third
countries exporting to the EU) are 20% of the trade cost reductions between the EU and the
US and indirect spillovers are 10% (third countries exporting to each other).?!

21For example, if there is a 5% total trade cost reduction between the EU and US, the direct spillover (i.e.
20% over total trade costs) will represent an additional 1% total trade cost decrease for third countries exporting
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When we analyse the spillover effects, Table 1 shows that the economic effects of including
spillovers varies considerably within studies. Whereas Fontagne et al. (2013) and Felbermayr
et al. (2015) find that the spillover effects raise welfare by about two thirds, the other studies
find effects in the range of 20% to 25%.22 We can explain the large effect in Felbermayr et al.
(2015) by the way baseline trade costs are modelled in their single-sector model. As discussed
below, this approach biases the effects of trade cost reductions upwards and thus, also the effect
of spillovers. Thus, by excluding both these studies as outliers, we conclude that including
20% direct and 10% indirect spillovers is expected to have additional welfare increases on the
TTIP-partners of about 25%.

Table 1: Estimated TTIP welfare effects, with and without spillover effects

Without spillovers With spillovers Relative difference

EU USA EU USA
CEPR study 04 0.3 0.5 04 20.8%
CEPII study 0.3 0.3 0.5 0.5 66.7%
Egger et al. 2015 2.3 1.0 3.0 1.1 26.5%
Aichele et al. 2014 2.1 2.7 2.7 3.4 25.4%
Felbermayr et al. 2015 3.9 4.9 7.8 7.1 67.7%

Source: Own estimations based on reported results from cited studies.

4 Comparison of trade cost reductions between studies

In this section we do quantitative comparisons of the explicit and implicit trade cost values em-
ployed in each TTIP study and explain why there are significant differences in these estimations
between studies. First, we explain differences in trade cost estimations when using the gravity
model, and then we compare the iceberg trade cost reductions in each study.

4.1 Comparing trade cost estimations using the gravity estimations

The TTIP studies can be compared quantitatively based on the AVEs of the introduction of
TTIP (or phrased differently the percentage reduction in iceberg trade costs as a result of
implementing TTIP), AVE{;TA = ﬁ% — 1. For example, from Felbermayr et al. (2013a)
and Felbermayr et al. (2015) we can directly calculate the percentage change in iceberg trade
costs using equation (17) with § the coefficient on the FTA dummy and 6 the assumed trade
elasticity. A trade elasticity of 7 in the baseline and estimates of § of respectively 1.24 and 1.21
generate the numbers displayed in Table 2.2324 For the bottom-up studies we employ the initial
levels of AVEs of NTMs reported in the studies and apply percentage reductions in these AVEs.
For services in the EU in the Egger et al. study for example, we apply the formula in equation
(15) on an initial AVE of 17.6% and a 25% in the AVE (see Table 2) would lead to an AVE of

to the US or EU and an additional 0.5% indirect spillover reduction (i.e. half the size of the direct spillover
decrease) for EU and US export costs to third countries and for trade between third countries.

22The large effects in Fontagne et al. (2013), however, could be explained from the fact that this study only
reports effects rounded to one decimal. While the absolute differences are less significant.

#See Table 3 in Felbermayr et al. (2015) and Table I1.2 in Felbermayr et al. (2013a).

2470 calculate the average AVEs in Aichele et al. (2014) we can use the same methodology but we need to do
some additional calculations, since the authors report different estimated trade elasticities and deep FTA dummies
for more than 30 sectors. In particular, we first calculated the percentage changes in iceberg trade costs for the
different sectors based on the estimated tariff elasticities and the coefficients for shallow and deep FTAs (in Tables
1 and 2 in Aichele et al. (2014)) and then calculated the weighted average AVEs for agriculture, manufacturing and

FTA
services. We calculate AVEs per sector using the following formula, —xo=prx — 1 = exp (—Wﬂ) —1.
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4.2 Ad valorem equivalents of the introduction of TTIP in different studies

To make the TTIP experiment comparable across studies we report the AVE as a result of TTIP
in Table 2. The bottom-up studies (Francois et al., 2013; Fontagne et al., 2013) report initial
levels of NTMs and assume that the NTMs will be reduced by a fraction of the initial level.
The top-down studies report the effect of (deep) FTAs on trade flows in gravity estimations.
In Subsection 4.1 we have discussed how the AVEs (percentage reductions in iceberg trade
costs) of TTIP can be calculated with the two approaches. For the studies reporting trade
cost reductions at sectoral levels, we calculate a weighted average for the three main sectors
-agriculture, manufactures and services- based on more disaggregated subsectors. The weights
are given by the amount of trade from the EU to the US for US NTMs and from the US to the
EU for EU NTMs (using trade data from the GTAP-9 database).

Table 2: Trade-weighted average percentage iceberg trade cost reductions

AVE TTIP: percentage

AVE NTM initial levels change iceberg trade costs
Weighted averages EU USA both regions EU USA both regions
CEPR study Overall 10.6 14.3 12.5 -2.3 -2.8 -2.5
Agriculture/Primary - - - - - -
Manufacturing 11.9 16.3 14.3 -2.5 -3.1 -2.8
Services 9.3 10.0 9.7 -2.1 -2.1 -2.1
Egger et al., 2015 Overall 16.5 16.5 16.5 -12.4 -13.6 -13.0
Agriculture/Primary  15.9  15.9 15.9 -15.9  -15.9 -15.9
Manufacturing 15.9 17.0 16.5 -159 -17.0 -16.5
Services 176 154 16.6 -6.7 -6.0 -6.4
CEPII study Overall 38.8 37.0 37.9 -6.5 -7.7 -7.1
Agriculture/Primary 482 51.3 48.8 -8.1 -8.5 -8.3
Manufacturing 42.8 323 37.0 -7.5 -6.1 -6.9
Services 32.0 473 39.0 -6.1 -8.0 -7.1
Aichele et al., 2014 Overall -12.7 -13.8 -13.2
Agriculture/Primary -52.5  -52.5 -52.5
Manufacturing -16.5 -17.6 -17.1
Services -5.2 -4.6 -4.9
Felbermayr et al., 2013  Owverall -16.2 -16.2 -16.2
Felbermayr et al., 2015 Overall -15.9 -15.9 -15.9
Carrere, 2015 Overall -15.1 -15.1 -15.1

Sources: Own estimations based on NTMs and trade cost reductions estimates from referred studies and
bilateral sector-specific US-EU trade data from the GTAP-9 database.

The weighted iceberg trade cost reductions reported in Table 2 show that the differences
are large, ranging from 2.5% reduction in trade costs in Francois et al. (2013) to 16.2% in
Felbermayr et al. (2013a). In addition, Table 2 shows that services trade contributes relatively
little to the overall reduction in trade costs. Given that services trade is only about 6% of
total bilateral trade between the two regions, its contribution to the total trade cost reduction
is also small. In general we find that the studies working with a bottom-up approach based
on micro-data on NTMs (Fontagne et al., 2013; Francois et al., 2013) come to smaller trade
cost reductions than the top-down approaches based on average FTA effects (the rest of the
studies). Both approaches are subject to criticism. In the bottom up approach the share of

257 5% deviates from the 6.7% reported in Table 2 because the numbers in the table are based on trade-weighted
average AVEs of TTIP.

17



NTMs that will be reduced as a result of TTIP is hard to motivate and a percentage like 25% or
50% always seems somewhat arbitrary. Furthermore, NTM data are often of poor quality with
negative estimated AVEs for many products. The top-down approach, on the other hand, can
be criticised for the fact that it is debatable whether TTIP will create similar NTM effects as
in past deep-FTAs. Moreover, modellers need to pay attention to estimation details of choosing
the proper instrument, the correct FTA measure and the adequate functional form of the gravity
equation (PPML).26

Comparing the studies within the two groups reveals that the CEPII study generates much
larger NTM levels than the CEPR study. Furthermore, it is encouraging that the average trade
cost reduction in the study by Aichele et al. (2014) is similar to the reduction in Egger et al.
(2015), given that a similar methodology was used. Both studies calculate the impact of a
move from no FTA to a deep FTA based on the same depth of FTA data. The difference
is the operationalisation. Egger et al. (2015) maintain the 0-7 scale, whereas Aichele et al.
(2014) convert this scale into two dummies, one for shallow FTAs and one for deep FTAs. For
the agriculture sectors, nonetheless, there are notable differences, where Aichele et al. (2014)
find much larger trade cost reductions than Egger et al. (2015). There are three important
differences between the two gravity estimates. First the instruments used are different. Second,
the estimation method differs: PPML in Egger et al. (2015) versus IV in Aichele et al. (2014).
Finally, Egger et al. (2015) include a separate dummy for trade between EU members, thereby
driving down the coefficient on the FTA-depth variable.

To summarise, it is difficult to give a value judgement on the expected trade cost reductions
corresponding with TTIP. However, given the limitations on their estimation techniques, we
consider that the approximately 16% NTM reductions reported in Felbermayr et al. (2013a)
and Felbermayr et al. (2015) seem over-estimated. In particular, these studies do not account
for the depth of FTAs and assume that TTIP will be similar to any average FTA in the past.
This is an unrealistic assumption since most FTAs have strongly focused on relatively large
tariff reductions in the past, but these are not possible within TTIP given the relatively low
existing tariff levels. Furthermore, the effect of TTIP seems to rise significantly by not including
a separate dummy for intra-EU trade. Carrere et al. (2015), moreover, do not account for the
depth of FTAs and fail to correct for the endogeneity of FTAs. Therefore, we conclude that
a reasonable lower bound for the average trade cost reduction as a result of TTIP is the 3%
values in Francois et al. (2013) and a reasonable upper bound is the 13% values in Egger et al.
(2015) and Aichele et al. (2014).

5 Comparison of methods to calculate the welfare effects of
trade cost reductions: theory

5.1 Theoretical model

Since a more extensive model to show the differences between solution methods and baseline
calibration is not needed, a simple single-sector Anderson and van Wincoop (2003) endow-
ment economy without intermediate linkages is employed. The Anderson and Van Wincoop
endowment economy is equivalent to an Eaton and Kortum (2002) economy in terms of the
welfare effects of trade policy experiments upon reinterpretation of the trade elasticity. In a
single-sector setting without endogenous factor accumulation it is also equivalent to a Krugman
economy (See Arkolakis et al. (2012)). Each country ¢ has endowments equal to L;. Preferences
in each importer j are characterized by Armington love-of-variety preferences across goods from

26 All studies using the top down approach account for endogeneity of FTAs, although in a different way. All
studies estimate the gravity equation using PPML, except for Aichele et al. (2014) who use Instrumental Variables
(Iv).
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different sourcing countries. With this setup the value of trade from country ¢ to j is given by:
Vij = (tijwi)' 7 P/ E; (18)

With ¢;; iceberg trade costs, w; the price of endowments in country 4, E; expenditure in country
J, o the substitution elasticity, and P; the price index defined as:

Pj = (i: (tz’jwi)la> a (19)

=1

J
Equilibrium requires that the value of sales from country ¢ to all its trading partners, > Vj;, is

j=1
equal to the value of endowments, w;L;:
J
Z tijwi)' "7 P71 (14 Dj) w;L; (20)
D; is the trade deficit ratio, D; % and it is assumed to be fixed. Equilibrium of the

economy is given by a solution of equations (19)-(20) for w; and P;. These equations can easily
be rewritten into the following two equations employed by Anderson and Van Wincoop, thus
solving for inward and outward multilateral resistance (MR), respectively P; and II;:

1—0o

J

Py = (Z t%j”H;’ln/Yw> (21)
=1

I, = Ztl P71+ D)) Y/ Yy (22)

Y; is income in country i, Y; = w;L;, and Yjy is world income. The corresponding Anderson
and Van Wincoop gravity equation is given by:

YiE;

vy =ty N

(23)

5.2 Gravity estimation

The theoretical gravity equation in (18) corresponds with the following empirical gravity equa-
tion:
Vi = Vijuij = (Tijnig) XiMjeijui; (24)

Vi‘;bs are the observed, actual trade flows, equal to the trade value V;; times a measurement
error, uij.27 X; and M; capture exporter and importer specific variation and Tj; is a function of
bilateral observables like distance, and dummies for sharing a border, common colony, domestic
trade flows and the presence of a free trade agreement (FTA).2® ,; represents unobserved
variation in trade flows not captured by the observables in T;; thus generating misspecification
error. 7);; could consist of unobservable trade frictions for example. &;; is the random disturbance

2"Time subscripts are omitted. In the simulations both cross-section and panel data settings are explored and
time subscripts will be introduced when appropriate.
28 As they would not affect the main conclusions of the analysis, tariffs are omitted from the analysis.
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in the value of trade. Observationally, 7;;, ui;, and ;; can not be distinguished.?® Rearranging
(24) gives the following estimating equation:

b
Vii”® = Ty XiMjwi; (25)
With:
Wi = Thij&ijUij (26)
The problem for baseline calibration is that it is unknown how large 7;;, €;;, and w;; are and
that they might generate errors in the baseline calibration of trade costs ¢;; or import shares.30
Comparing equations (23)-(24) shows that iceberg trade costs (raised to the power 1 — o), tilj_”,
consist of observable and unobservable trade costs and random variation:3!
1—
ti; 0 = Tijmijei (27)

When calculating baseline trade costs or baseline import shares, unobserved trade costs 7;;
should be taken into account, but ;; and w;; not. Phrased differently, the correct expression
to use for t;; in counterfactual experiments is given by the expectation conditional on both
observed and unobserved trade costs:

1
1o 1
et = (B [t [Tyomy | )77 = (Tymg) ™ (28)

7i; is the unobserved component of trade costs, so it is part of trade costs and should be taken
into account in calibrating baseline trade costs. €;; is a random component in trade costs which
is different each time data are drawn from the sample, so in practice, each year trade data are
observed. So in a correct counterfactual experiment, the influence of random variation should
be neglected. A researcher is interested in the predicted welfare effect based on average trade
costs and not based on actual trade costs for a specific observation (so in a specific year). wu;; is
measurement error in the value of trade and should henceforth also be neglected in calibration
of the baseline trade costs or import shares. As shown below, the structural gravity approach
neglects the error terms and can be expected to perform well relative to the other approaches
if €;; and u;; are large and 7;;, whereas the CGE- and EHA-approaches take into account the
error term and thus can be expected to perform well relative to th SG-approach if 7;; is large
and ¢;; and wu;; are small.

5.3 Four approaches to calculate the welfare effects of a counterfactual trade
experiment

Four approaches to calculate the welfare effects of a counterfactual experiment can be distin-
guished in the literature. The four approaches differ in two ways, the baseline calibration and
the solution method. The four approaches are first presented and then systematically compared
based on differences in baseline calibration and solution method. The size of the shock to ice-
berg trade costs will be identical as well as the substitution elasticity o. All the approaches
solve for the relative change in welfare W; as a result of a policy experiment to t;;, W;. The
relative change in welfare can be written as follows:
o Wei | weiPu | YeiPu

= —1 1= —1 2
W T W R T T R 29

29Writing measurement error u;; as a separate term is in line with the way measurement error in dependent
variables is usually examined (See for example chapter 4 of Wooldridge (2002)). Unobserved variation 7;; and
random variation €;; are distinguished for the purpose of identifying the different sources of bias in the calculation
of the welfare effects of counterfactual experiments.

30 As pointed out below, solution of a counterfactual exercise requires either values for baseline trade costs or
baseline import and export shares.

311t is assumed that 1 — o is a fixed, non-stochastic parameter, implying that the transformation from t;; to
tg].*" is not affected by potential variation in o.
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The subscript ¢ stands for counterfactual. Since endowments are fixed, the change in real wages
is identical to the change in real GDP per capita. Moreover, since a constant trade deficit ratio
is imposed, the ratio of expenditures £ and output Y; are identical and the relative change
in real wages and real GDP are equal and also generate the relative change in welfare (the
equivalent variation of a counterfactual experiment).

5.3.1 Structural gravity

The structural gravity approach emerging from Anderson and van Wincoop (2003) solves the
model in levels, both without and with changes in trade costs, so with initial and counterfactual
trade costs. So this approach first solves for a baseline and then a counterfactual and compares
the two outcomes. The baseline trade costs come from the predicted trade costs of the estimated
gravity equation.

The baseline values of II; and P; are solved from equations (21)-(22) employing the actual
values for Y; and E; and the fitted values for iceberg trade costs, tfjg:

1

ti = (Ty) = (30)
Hence, this approach neglects the error terms with as advantage that measurement errors wu;;
and random variation ¢;; in trade flows are not taken into account.?? The disadvantage is that
unobserved trade costs, 7;;, are neglected.

The counterfactual is solved from the same equations, replacing baseline trade costs, tfjg ,
by counterfactual trade costs, tizj and adding an equation to solve for counterfactual GDP
following from the assumption that endowment L; is fixed:

Y. . I\ ¢

C,1 — 1 (31)
sz' Hc,z'
So the procedure is to first solve for baseline values of P; and II; (baseline Y; taken from

the data) from equations (21)-(22) and then calculate counterfactual values for P.;, II.; and
income Y. ; using equations (21)-(22) and (31).%* #7%; is calculated by changing the value of the

policy variable, which is part of the fitted trade costs I/’l; The simulations will focus on the
example of the welfare effects of the introduction of an FTA, corresponding with a change in
the value of the FTA-dummy from 0 to 1 for the countries introducing an FTA. Counterfactual
trade costs for countries i and j introducing the FTA are equal to:3*

1
Teij \ ' Brra
19 = £ ( TC}J) — tifexp ({12 (32)
7

Fally (2015) has shown that under estimation of the gravity equation with PPML, the
multilateral resistance terms can be calculated based on the fixed effects. In particular, the

32Measurement error could affect the fitted iceberg trade costs as discussed further below.

33Derivations are in the webappendix, which also shows that solving for the price index and the price of input
bundles/endowments generates the same results.

34Observable trade costs T;; can be written as T;; = exp {BrraFT Aij + Botherother;; } , with FT A;; a dummy
for the presence of an FTA and other;; a vector of other gravity regressors implying the expression used for
T..i;/Ti; in equation (32).
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following equations hold with Y; and E; actual output and expenditures:3?

Y
X, =0t~ 33
iy, (33)
M; = P{'E; (34)

Anderson et al. (2015) propose to use the finding by Fally to run counterfactual experiments by
estimation in STATA instead of simulation.?¢ In particular, they estimate the gravity equation,
calculate the MR-terms II; and P; from the fixed effects X; and M; using equations (33)-(34).
Then the gravity equation (25) is re-estimated imposing counterfactual values for the policy
variable to recompute the new values of the MR-terms, Il.; and F.; from the fixed effects X ;
and M. ;. Counterfactual GDP Y. ; is calculated based on the counterfactual fixed effect X ;

using the following expression:
1
X\ T
va=(5) "y (33)

X
Then the gravity equation is re-estimated imposing new values for trade V;; based on the
theoretical gravity equation in (23):

sg 1—0o 1— 1—
Vi = (ta> YOEFIL P 7 (36)

sg . -0 pl—0c "W
tij Y;EJ Hi,c Pj,c

The authors then iterate between calculation of counterfactual MRTs and GDP, respectively,
II.;, P.;, and Y.; and gravity estimation until convergence.

5.3.2 CGE-in-levels

CGE-models such as GTAPinGAMS (Lanz and Rutherford (2016)) and a flexible framework
of different CGE models (Britz and van der Mensbrugghe (2017)) solve like structural gravity
for both the baseline and counterfactual values of the endogenous variables and compare the
difference to calculate percentage changes in welfare (and possibly other outcome measures). 37
Equations (19)-(20) are solved for the endogenous variables w; and P; both with baseline and
counterfactual trade costs. Counterfactual trade costs are calculated as a function of baseline
iceberg trade costs employing an equation similar to (32):

$e9e — tzg]ge exp <fFTA> (37)

cij e

The crucial difference between the SG-approach and the CGE-in-levels approach is the calibra-
tion of baseline trade costs. Whereas the SG-approach calibrates baseline trade costs employing
predicted trade costs from the gravity equation, the CGE-in-levels approach calibrates baseline
trade costs such that baseline import shares are equal to actual import shares in the data.
Normalizing baseline wages w; and price levels P; to 1, this corresponds with the following
expression for tffe (from equation (18)):3®

1
V_ 1—0c
te3e = J) (38)
J (Ej

35Fally (2015) has shown that fitted income and expenditures are equal to actual income and expenditures when

estimating with PPML and upon inclusion of exporter and importer fixed effects, i.e. Y; = ﬁ, and E; = E‘;
Employing this information and combining the structural and empirical gravity equation, respectively equations
(23) and (25), leads then to equations (33)-(34).

36In the SG-literature researchers typically employ MATLAB to solve the system of non-linear equations.

37In this approach scholars typically works with the software GAMS.

38Yotov et al. (2016) call this approach ‘estibration. " With estibration, baseline trade costs are given by
177 = Tijwi; (see page 91 of Yotov et al. (2016)). As shown in equation (46) this is equivalent to the CGE-in-
levels calibration in equation (38) and implies that baseline import shares are equal to actual import shares in
the data.
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It can easily be shown that w; = P; = 1 is a solution of the equilibrium equations (19)-(20),
given equation (38). This is therefore a convenient and harmless normalization.
5.3.3 CGE-in-relative-changes

CGE models such as the GTAP-model (Hertel (2013a)) write the equilibrium equations in
relative changes. Log differentiating the equilibrium equations (19)-(20) leads to:

E = i impsh;; (t; + uNJZ) (39)
=1

w; = EJ: expsh;; ((1 —0) (t; + w; — f’;) + @) (40)
j=1

With = #<-%. In this approach the import and export shares, impsh;; and expsh;;, are equal
to the shares in the data.

Solving equations (39)-(40) as such would obviously lead to inexact solutions in case of
larger shocks, as a first-order approximation is employed. However, the software employed
in the CGE-in-relative-changes literature, GEMPACK, calculates the solution of a counterfac-
tual experiment using multiple steps. This means that the first-order approximation actually
becomes a higher-order approximation leading to accurate solutions. 3.

5.3.4 Exact hat algebra (EHA)

Exact hat algebra, introduced in the trade literature by Dekle et al. (2008), solves exactly for
the ratio of the counterfactual and baseline endogenous variables. Dividing equations (19)-(20)
in the counterfactual and baseline and rearranging gives:

J o\ ¢
fD}:(Zimpshij (@) ) (41)

=1
_ — \1T o
w; = Z eacpshz-j (tij’LUi) Pj wj (42)
7=1

With z = e,
xX
As in the CGE models, the import and export shares, impsh;; and expsh;;, are set equal to
the shares in the data in the EHA-literature. 4°

5.4 Differences between methods: baseline calibration and solution method

The exposition in the previous section shows that the four approaches differ with respect to
baseline calibration and solution method. The second, third, and fourth approach calibrate the
baseline such that baseline import and export shares are equal to actual shares in the data.
CGE-in-relative-changes and exact hat algebra work explicitly with these shares and set them
equal to the actual shares. CGE-in-levels calibrates the baseline trade costs such that the import
and export shares are equal to the actual shares. The baseline import shares under structural
gravity instead are equal to the fitted or predicted import shares following from the estimated
gravity equation. Substituting equation (30) into (23), and applying equations (33)-(34), gives:
. sg _ Vij so\ 177 ro—1 po—1 Yi _ Ty XiM; Vif'med
zmpshijg = E = (tijg) Iy~ P Yo = B = E;

(43)

39Further details on solution methods in GEMPACK can be found for example in Horridge et al. (2013)
408cholars applying exact hat algebra typically work with MATLAB.
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Using the empirical gravity equation in (25), the baseline calibration of structural gravity
(SG) can be compared with the other approaches, exact hat algebra (EHA) and CGE-in-levels
and CGE-in-relative-changes (CGE):

Tij XiM;

E (44)

impshf]g =

Z.mpsh?;za,cge: ij <\ é‘?zguz‘]gz] (45)
J

Alternatively, the baseline trade costs can be compared. Substituting the empirical ex-
pression for the actual value of trade Vj; in equation (25) into the expression for ¢;; under
CGE-calibration, equation (38), gives:

1 1
Vii\1-¢c Tiom:: X Maiusici: \ 19
i = (EU> B ( T guw%> = (Tymiguijeiy) ™ (46)

J J

Under SG-calibration the error terms are neglected. The expression is given in equation (30).

Hence, the difference between SG-calibration on the one hand and CGE- and EHA-calibration
on the other hand is whether the terms 7;;, u;;, and €;; are taken into account or not. This
follows both from comparing the baseline import shares in equations (44)-(45) and the baseline
trade costs in (30) and (46). However, based on equation (28) unobserved trade costs 7;; should
be taken into account, whereas random variation ¢;; and measurement error w;; should not be
taken into account. This implies that it can be expected that CGE- and EHA-calibration will
perform better if unobserved trade costs 7;; are large relative to measurement error u;; and
random variation €;;. SG instead is expected to perform better if unobserved trade costs are
negligible and measurement error and random variation are large. In Section 7 the robustness
of the different methods to misspecification, to random variation, and to measurement error is
examined with simulations.

Comparing the solution methods, CGE-in-levels and EHA should generate exactly the same
results. In the first approach the model has to be solved twice, whereas in the second approach
only one simulation is needed. However, both methods are based on the same equilibrium
equations and should thus give identical results for the same counterfactual experiment. In
the SG-approach the same counterfactual experiment will obviously lead to different outcomes
than with the other approaches, since baseline calibration is different. With the same baseline
calibration the solution method employed in the SG-approach will, however, also lead to the
same solution as CGE-in-levels, since the equilibrium equations are equivalent. More formally,
the following holds:

Result 1 Identical changes in counterfactual iceberg trade cost, 7?7;\3-, lead to identical changes
in welfare, given either:

(1) Identical import shares, impsh;j, and export shares, expshi;, in the baseline

(it) Identical trade costs, t;j, output, Y;, and trade deficit ratio, Dj, in the baseline

Proof: From equation (29) the percentage change in welfare, V[N/'i, is determined by w; and l/D:
From equations (41)-(42), w; and P; are determined by the baseline import and export shares,
impsh;j and expsh;j, and the change in iceberg trade costs t;j, thus establishing (i). Given
equation (18), impsh;; = QTJ]-)YJ- and expsh;; = 75 are determined by t;;, Dj;, w;, Pj, and
Y;. Substituting equation (19) into equation (20) leads to:

l1—0o
7 7
=Y |+ : (1+D;)Y; (47)
i=1 kE (tkjwi) 7
=1
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Solution method: Compare levels Equilibrium in Calculate ratio of
with and without relative changes  old and new
Baseline calibration to: | policy experiment equilibrium values
Fitted shares Structural gravity (SG)
Actual shares CGE-in-levels CGE-in Exact hat algebra
-relative-changes (EHA)

Table 3: Comparison of four methods based on choice of solution method and baseline calibra-
tion

It can be shown that equation (47) contains a unique solution for w; for all i as a function of
tij, Dj and Y; (See for example Alvarez and Lucas (2007)). Given that w; determines P; from
equation (41), this implies that t;j, D;j, and Y; determine impshi; and expshi; and thus the
welfare effects of a change in trade costs, t;

Based on Result 1 two remarks can be made on approaches followed in the literature. First,
there is no difference between solving for w; and P; as in CGE-in-levels and solving for II; and
Pj as in SG, as long as the baseline t;;, D;, and Y; or the import and export shares are identical.
For example, different baseline trade costs t;; can be used as long as the implied import and
export shares are identical. In the appendix it is shown that the solution procedure with ;;
based on the bilateral terms in the fitted gravity equation as in equation (30) and II; and P;
determined by the estimated fixed effects (GEPPML) leads to the same baseline import and
export shares as calibrating the baseline to the fitted import shares working with w; = P; =1
in the baseline. This corresponds with different baseline values for ¢;;, but since baseline import
shares are identical the welfare effects of a counterfactual trade policy experiment will be the
same.

Second, the welfare effects of counterfactual experiments in the calibration approach followed
by for example Alvarez and Lucas (2007) and Levchenko and Zhang (2016) do not hinge on the
chosen solution method for wages and "effective labor" in the baseline, but are determined by
the way baseline trade costs are set. In this approach values for trade costs and trade shifters
are set at specific values (Alvarez and Lucas (2007)) respectively based on gravity estimation
(Levchenko and Zhang (2016)). A fixed point iteration procedure is then used to calculate
baseline wages and baseline effective labor, imposing that wages times effective labor are equal
to output in the data. However, the exact solution procedure and solution for effective labor
do not affect the impact of counterfactual experiments, which are determined by the values for
baseline trade costs and income only. Since fitted gravity-based trade costs are employed, this
strand of literature thus follows the SG-approach to baseline calibration. As per the first remark
a calibration procedure with w; = P; = 1 in the baseline would generate the same effects of
counterfactual experiments as long as the baseline import and export shares are identical.

Table 3 provides a comparison of the four methodologies based on the solution method and
the baseline calibration. As shown in the next section, other combinations of solution method
and baseline calibration than currently made in the literature are possible. The exact hat
algebra solution method can for example be combined with baseline calibration to fitted import
shares.

6 Comparison of methods: simulations

6.1 Introduction

In this section the impact of the solution method and baseline calibration on the welfare effects
of a counterfactual experiment is assessed with simulations. The model described in Subsection
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Table 4: Wellfare effect of reducing trade costs between the EU and the USA (TTIP) with
calibration to actual import shares employing different solution methods

Solution method SG CGE CGE EHA
in levels rel. changes

Welfare effects (perc. change)
Population weighted

EU 4472 .4472 4472 4472
USA 5993 .5993 .5993 .5993
Third countries -.0149 -.0149 -.0149 -.0149
All countries .0464  .0464 .0464 .0464

GDP weighted

EU 5073 .5073 5073 5073
USA 5993  .5993 .5993 .5993
Third countries -.0155 -.0155 -.0156 -.0156
All countries 2332 .2332 2332 2332

5.1 is used and calibrated to 121 countries using GTAP9 data. No intermediate linkages are
included and a single-sector model is employed, as this is sufficient to compare the different
approaches to baseline calibration. The 120 countries available in GTAP9 are employed and the
rest of the regions are merged into one rest-of-the-world region. The counterfactual experiment
to compare solution methods and baseline calibration is a reduction in trade costs between the
European Union countries and the USA (TTIP-experiment). Without loss of generality the size
of the shock comes from Felbermayr et al. (2015). Spr4 = 1.21 and o = 8 as reported in their
paper imply from equation (32) a shock of about 14%.

6.2 The impact of solution methods

Table 4 displays the welfare effects of the solution methods described in 5.4.41 In this subsection
random variation in trade flows is neglected, focusing instead on differences in solution methods,
thus imposing w;; = 1. The table shows that CGE-in-levels, EHA, and SG calibrated to actual
import shares (called estibration by Yotov et al. (2016), see footnote 9) all lead to exactly the
same solution.*?> The table also shows that CGE-in-relative-changes generates identical results
as well. Horridge et al. (2013) have conducted a similar exercise, showing that GEMPACK and
GAMS-versions of the same multi-sector multi-country model generate identical outcomes on
counterfactual exercises. Hence, multi-step log-differentation of the model generates the same
results. How the different solution methods and also softwares compare in larger-scale models
with multiple sectors and factors, intermediate linkages, and endogenous factor accumulation
is an open question left for future research.

Table 5 shows the results of employing the four solution methods based on calibration to
fitted trade costs (and import shares). The table shows that also with a different baseline
calibration the solution methods generate identical welfare effects. These results show that
there is hence no one-to-one link between solution method and baseline calibration. For example,
exact hat algebra or CGE-in-relative-changes can be combined with baseline calibration to fitted
trade costs. Also in a more extensive CGE-model no rebalancing of the other data of the model

“IThe equilibrium equations, baseline calibration, and starting values are provided in Appendix B.1.

42CQGE-in-levels, EHA and estibration are progammed in GAMS and CGE-in-relative-changes in GEMPACK.
Although scholars applying EHA and SG typically use MATLAB this does not make a difference in this single-
sector model.
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Table 5: Wellfare effect of reducing trade costs between the EU and the USA (TTIP) with
calibration to fitted import shares employing different solution methods

Solution method SG1 SG2 CGE CGE EHA
in levels rel. changes

Welfare effects (perc. change)
Population weighted

EU 2579 2578 .2578 .2578 .2578
USA 2666  .2666  .2659 .2666 .2666
Third countries -.0105 -.0105 -.0104 -.0106 -.0106
All countries 0215 .0215  .0215 .0214 .0214

GDP weighted

EU 2269 .227 .2268 .2268 .2268
USA .2666  .2666  .2659 .2666 .2666
Third countries -.0087 -.0091 -.0087 -.0092 -.0092
All countries .103 1026 .1029 1027 1027

Notes: SG1 solves for II; and P; using calibrated import shares to determine ¢;; and normalizing P; at 1 and II;
at (Y;/Yw) @) whereas SG2 solves for II; and P; using fitted trade costs Tj; to determine ¢;; and II; and
P; in the baseline determined by the fixed effects according to equations (33)-(34).

would be necessary with calibration to fitted trade costs. The reason is that PPML estimation of
the gravity equation including exporter and importer fixed effects implies that the sum of fitted
exports and the sum of fitted imports are equal to respectively the sum of actual exports and
imports. Practically this means that if the simulations below would indicate that calibration to
fitted shares outperforms calibration to actual shares, CGE models could be easily recalibrated
only changing baseline international trade values.

6.3 The impact of baseline calibration

This subsection explores the impact of variations in baseline calibration on predicted welfare
effects of a set of counterfactual exercises without going into the causes of those variations,
which could be unobserved trade costs, measurement error in trade flows, or random variation.
The model described in Section 5.1 is employed and only one solution method, CGE-in-levels,
is used, since the solution method does not affect the predicted welfare effects as shown above.
Hence, equations (19)-(20) are solved for the endogenous variables w; and P; with both baseline
and counterfactual trade costs and the welfare change is calculated according to equation (29).

100 baseline trade values V;; are generated according to V;; = Vi(]’l“mvilj_‘7 with V;‘j“m based
on the trade flows in the GTAP9-data and Inwv;; is drawn from a standard normal distribution
(and wj; thus a log-normal distribution). This subsection does not focus on the size of the
deviations of predicted welfare effects from the mean, but only on its determinants. Therefore,

working with a variance of 1 for Inv;; is inconsequential.
data Edata
J

With this setup baseline trade costs are given by til;U = éﬁata o 2-1]-*‘7.43 So in terms
j J
data Edata _
of equation (27) the setup corresponds with Tj;n;; = paara and €ij = —p— (v,-j)l 7 44 Hence,
j J

applying equation (28), the trade costs implied by the data are by assumption the correct trade
costs (corresponding with the expectation of trade costs). The counterfactual experiment is

“3This expression for baseline trade costs corresponds with equilibrium values w; = P; = 1 as discussed in
Subsection 5.3.2.
4The term E]C-lat“ /E; will be negligible given that there are 121 countries.
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conducted both with the correct baseline data and with the 100 randomly simulated baseline
data.

Table 6: Effect of import and export share with FTA-partner on welfare effects of the EU of
the introduction of an FTA with the USA (TTIP)

(1) (2) (3) (4)

diff welfare diff welfare diff welfare diff welfare diff welfare

(average across (average across

replications) countries)
diff _impsh 0.23*** 0.23*** 0.23*** 0.20%** 0.19***
(0.0010) (0.0010) (0.00098) (0.010) (0.0047)
diff _expsh 0.18*** 0.18*** 0.18%** 0.21%** 0.17**
(0.00094) (0.00095) (0.00090) (0.0066) (0.0051)
diff domsh -0.0021** -0.0021*** -0.0017*** -0.00049 0.00010
(0.00020) (0.00020) (0.00019) (0.0011) (0.00092)
Observations 2800 2800 2800 28 100
R? 0.98 0.98 0.98 1.00 0.99
Adjusted R? 0.98 0.98 0.98 0.99 0.99
Country fixed effects No Yes No No No
Replication fixed effects No No Yes No No

Standard errors in parentheses
*p <0.05, " p<0.01, " p < 0.001

The EHA-equilibrium equations, (41)-(42), show that the import and export shares of the
liberalizing countries determine the impact of the counterfactual, since these shares pre-multiply
the shocks to trade costs. To study how these shares affect welfare predictions more into detail,
the difference between the calculated and correct welfare effect is regressed on differences in the
calculated and correct import and export shares with the liberalizing trading partner, and on
the domestic spending share, as specified in the following equation:

difffwelfarer,j = BO + 51difffimp5hr,j,partner + ﬁ?difffexPShr,j,partner
+ B3 (dif f_domshy ;) +n; + ¢ +er (48)

With dif f_wvar, ; = var_random,.; — var__correct; for the variables var = wel fare, impsh,
expsh, domsh and 7; and ¢, country- and replication fixed effects, respectively. Table 6 displays
the results of this regression for the EU countries. In column 1 all observations are included
and fixed effects omitted. In column 2 country fixed effects are added and the effect is thus
identified by variation within countries across replications. In column 3 replication fixed effects
are added. In columns 4 and 5 country- and replication-averages are used. The tables show that
observations with larger import shares and export shares with the liberalizing trading partner,
and large domestic shares than the correct shares display too large welfare effects. The estimated
coefficient of 0.18 on dif f_impsh means that on average an excess baseline import share of
a European country from its TTIP partner the US of 1 percentage point generates an excess
welfare effect of TTIP of 0.18%. The size of the deviation of the welfare effect will of course
also rise with the size of the trade cost shock and the trade elasticity. However, the exercise
shows that small deviations in import shares can already lead to large changes in welfare effects
for reasonable trade cost shocks.

Table 6 shows as well that the deviations from the mean import and export shares vis-a-vis
the FTA partner and from the mean domestic spending shares explain almost all of the variation
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in the bias of the welfare effects. Result 1 suggests that it also the other trade shares matter,

but the table shows that they play a minor role.

Figure 1 displays scatter plots of the averages of dif f_welfare and diff_impsh across
importers and replications, respectively. The figure illustrates the findings of Table 6. A larger
import share from the US leads to a larger welfare effect.
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Figure 1: The impact of deviations in import shares from the US from their mean on deviations
of welfare effects of the EU countries from their mean after a reduction in trade costs between
the EU and the US (TTIP)

The online appendix shows similar patterns for the US under TTIP and for other counter-
factual experiments. Larger import and export shares vis-a-vis the EU lead to an upward bias in
the predicted welfare effect for the US. Three other counterfactual experiments are conducted:
first, a bilateral trade cost reduction between only two countries, Mexico and the US; second,
a unilateral trade cost reduction in one country, Mexico; and third, a multilateral reduction
between trade costs in all countries. In each of the cases the trade cost reduction is identical,
14%. The additional experiments show that the upward bias in the welfare effects is consistently
larger if the import share with the trading partners is larger. In particular the USA-Mexico
FTA-experiment shows like the TTIP-experiment that larger import and export shares with
the trading partner lead to an excess welfare effect. The unilateral trade liberalization experi-
ment shows that a larger import share in Mexico leads to excess welfare effects, but also that
larger import and export shares of the other countries with Mexico generate a too large effect
as expected. The multilateral experiment shows as expected that a larger total import share
of countries generates an upward bias. An import share of 10 percentage points more than the
mean import share in the baseline calibration generates an increase in the welfare effect of 3
percentage points.
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7 The importance of different sources of bias

The previous section has shown that deviations of baseline import and export shares from their
mean can create large deviations in the predicted welfare effect of a counterfactual experiment.
In this section the impact of three sources of error in baseline shares is explored: first, errors
because of unobserved trade costs not accounted for because the gravity equation does not
capture them and is thus misspecified; second, errors because of random variation in trade
flows erroneously included in the baseline calibration; and third, errors driven by measurement
error in observed trade flows. The three errors correspond respectively with variation in 7;;;,
€ijt, and u;j. The first error generates a bias in calibration to fitted import shares, the second
generates a bias in calibration to actual import shares, and the third generates a bias in both
approaches. Subsection 7.1 only allows for bias as a result misspecification, Subsection 7.2
allows for bias as a result of both misspecification and random variation, and Subsection 7.3
allows for bias as a result of both misspecifaction and measurement error.

7.1 Bias as a result of misspecification

This section explores the potential bias of calibration to fitted trade costs as in structural
gravity as a result of misspecification of the gravity equation. It is assumed that there is no
random variation and no measurement error in the data, u;; = €;; = 1. So welfare effects can

1
be biased because the actual trade costs tgjge = (Tijmij) T2 are not equal to the fitted trade

costs t;7 = (Tw)ﬁ Henceforth, by construction SG-calibration will be biased and CGE/EHA
calibration is unbiased. The absence of random variation is a strong assumption, which makes it
possible to focus on the impact of misspecification. Below random variation and measurement
error are included, also generating bias in CGE- and EHA-calibration. The first subsection
examines the predicted welfare effects in a setting with cross-section gravity estimation based
on GTAP data and the second subsection explores these effects with panel gravity estimation
based on WIOD data.

7.1.1 Cross-section gravity estimation

Table 7 displays the welfare effects of the same experiment as used before, so a shock of 14% to
iceberg trade costs between the EU and the US, employing data on 121 countries from GTAP9
data for 2011. Column 1 shows the effects with calibration of baseline trade costs to actual
import shares, which are assumed to be the correct welfare effects in the absence of random
variation and measurement error in the trade flows. The remaining columns are based on
structural gravity-type simulations, so with baseline trade costs calibrated to their fitted values
from the gravity estimation. In columns two to six the gravity estimation is based on data not
including domestic flows, as for example in Felbermayr et al. (2013b) and Felbermayr et al.
(2015). Domestic trade costs are based on their fitted values. Since the bilateral explanatory
variables are available for intra-country, out-of-sample observations, it is possible to generate
fitted values. Columns two to six show that calibration to fitted values without using domestic
flows generates a large upward bias in the welfare effects of the TTIP-experiment. This bias
can be explained from the overestimated import shares of the EU and the USA vis-a-vis their
FTA-partner (bottom rows of Table 7) in the baseline. The welfare effects in column two are
close to the welfare effects reported in Felbermayr et al. (2015). With the same substitution
elasticity, the same shock to iceberg trade costs and the same gravity variables in the regression,
this suggests that Felbermayr et al. (2015) have worked with the described baseline calibration,
omitting domestic trade flows and calibrating domestic trade costs to the out-of-sample fitted
trade costs.

Columns two to six convey three other messages. First, the negative welfare effects for third
countries are overestimated in the calibration based on gravity estimation without domestic
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Table 7: Effects of TTIP on real income with GTAP data, comparing actual import shares cali-
bration with gravity-predicted import share calibration based on different gravity specifications

Calibration to

Actual shares

Fitted shares

Column (1) @2 & @ 6 6 O 6 (9 (10
Domestic flows No No No No No Yes Yes Yes Yes
Gravity specification (1) (1) (2) 3) (4) (1) (4) (5) (6)
Welfare effects (perc. change)

Population weighted

EU .45 445 398 3.77 392 195 .16 .26 .58 .49
USA .6 515 6.31 596 621 229 .18 .27 .65 .59
Third countries -.01 -68 -5 -55 -5 0 -.01 -.01 -.02 -.01
All countries .05 -.05 13 .06 13 .25 .01 .02 .05 .05
GDP weighted

EU .51 444 389 383 366 1.83 .15 .23 .53 .49
USA .6 515 6.31 6.21 596 229 .18 .27 .65 .59
Third countries -.02 -9%6 -1.2  -119 -12 -41 -01 -01 -02 -01
All countries .23 1.55 1.56 1.53 1.43 .67 .07 1 .25 .23
Trade shares (scaled to 100)

Domestic shares

EU 77.29 1.16 1.15 .94 1.21 6.9 63.32 57.08 62.85 77.29
USA 90.7 32.37 30.73 2939 31.17 69.51 90.54 93.47 89.04 90.7
Third ountries 71.22 .96 1.01 1 1.05 6.16 452 60.95 65.55 71.22
All countries 76 1.37 136 1.19 1.42 725 59.35 58.28 63.69 76
Import shares partner

EU 1.5 12.14 10.85 10.15 10.65 4.82 .35 .96 2.67 1.8
USA .06 43 .48 43 AT 2 .02 .03 .07 .07

Notes: All gravity specifications include exporter and importer fixed effects and the following regressors.
Specification (1): log-distance, contiguity, common language and history of common colonizer; Specification (2):
as in (1) but history of common colonizer replaced by current colonial relation; Specification (3): as in (2) and
moreover the difference in political competition score from PolityIV; Specification (4): as specification (1) but

domestic trade costs normalized at 1. Specification (5): as in (1) and moreover a dummy for domestic trade
flows; Specification (6): as in (1) and moreover a dummy for domestic trade flows and a dummy for domestic
trade flows interacted with GDP and GDP per capita; Specification (7): as in (1) and moreover a
country-specific dummy for domestic trade flows. Column (2) uses GDP, the other columns gross output for Y;.
(10) do. In

specifications with and without domestic trade flows, trade imbalances are modelled respectively not modelled.

Columns (2) to (6) do not include domestic flows in the gravity estimation. Columns (7) to
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flows, which is related to the underestimation of domestic spending shares in the baseline for
these countries. As a result the negative trade diversion effects operate on too large trade
shares with the FTA-partners thus overestimating these effects. Second, columns three, four,
and five show that the welfare effects are sensitive to the included bilateral gravity variables, the
only difference between these columns. Third, setting domestic trade costs in all countries at
1 reduces the welfare effects considerably, related to the fact that this leads to smaller baseline
import shares vis-a-vis the FTA-partners.

The results reported in columns seven to ten are based on gravity estimations including
domestic trade flows.*> Based on gravity specification (1) in column seven the welfare effects are
hugely underestimated, related to the fact that trade shares vis-a-vis FTA-partners are largely
underestimated. Including a dummy for domestic trade flows in column eight improves the
welfare calculations, but still leaves a downward bias. Including interaction terms of domestic
trade flows with GDP and GDP per capita brings the fitted domestic spending shares and
import shares vis-a-vis FTA-partners closer to the actual values especially for the USA. Thereby
the welfare effects also come closer to the correct welfare effects. Finally, column ten includes
country-specific dummies for domestic trade flows, thus leading to the correct domestic spending
shares and thereby also bringing the welfare effects relatively close to the correct welfare effects.
This suggests that the last two specifications are interesting candidates to explore when including
random variation and measurement error in trade flows. One step further would be to include
pairwise fixed effects, which would effectively exhaust all degrees of freedom and make SG-
calibration based on fitted shares identical to CGE/EHA-calibration based on actual shares.

7.1.2 Panel gravity estimation

Table 8 displays the welfare effects of the TTIP-experiment employing gravity estimations based
on panel data from WIOD for 2000-2014. Since the model is static, the baseline has to be
calibrated to a specific year, which is set at 2011 without loss of generality. Phrased differently,
it is assumed that welfare in 2011 is the main outcome variable of interest. Column one displays
the results of calibration to the actual shares in 2011, whereas the remaining columns are based
on fitted shares from various gravity estimations. In the first gravity specification a dummy
for domestic flows is included in the gravity estimation, leading like in Table 7 to a downward
bias of the welfare effect of almost 100% for the USA. In the second specification interactions
of the domestic dummy with GDP and GDP per capita are added reducing the bias. The third
specification includes country-specific dummies for domestic flows, reducing the bias further for
the USA but raising it for the EU-average. Finally, the fourth specification contains pairwise
(time-invariant) fixed effects. This leads to domestic spending shares and trade shares vis-a-vis
the FTA-partner close to the actual trade shares in 2011 and thereby also welfare effects close
to the welfare effects based on actual-shares-calibration. However, the fitted import share of
the EU-countries from the USA is somewhat below the share in 2011 indicating a growing share
over the sample period, since the pairwise fixed effects generate fitted import shares equal to the
average over the sample period. The underestimated fitted import share of the EU-countries
from the USA corresponds with a small underestimation in the welfare effect for the EU. To
address trends in trade flows over the sample period, specification five employs fitted shares
from a gravity estimation including both pairwise fixed effects and interactions of the pairwise
fixed effects with a linear time trend. The predicted welfare effects under specification five
are slightly closer to the welfare effects employing actual shares although the difference with
specification four is marginal. The predicted welfare effect for the USA rises from 0.34 to 0.35,
slightly closer to the effect under actual shares, 0.36. This finding is in line with a somewhat
larger import share from the EU in the USA under specification five than specification four,

45The GTAP data contain domestic flows, but for example the COMTRADE data with a larger set of countries
(up to 180) contain only international trade flows.
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Table 8: Effects of TTIP on real income with WIOD panel data, comparing actual import
shares calibration with gravity-predicted import share calibration based on different gravity
specifications

Calibration to Actual shares Fitted shares

Gravity specification (1) (2) (3) (4) (5)
Welfare effects (perc. change)

Population weighted

EU .36 .25 .35 .44 .34 .35
USA .5 27 .43 .49 .48 .48
Countries not in TTIP -.01 -.01 -.01 -.01 -.01 -.01
All countries .04 .02 .03 .04 .03 .04

GDP weighted

EU 43 22 .35 .39 4 41
USA .5 27 .43 .49 48 48
Countries not in TTIP -.01 -.01 -.01 -.01 -.01 -.01
All countries .19 1 .16 .18 18 .18

Trade shares (scaled to 100)
Domestic shares

EU 85.45 84.33 85.81 84.31 85.92 85.94
USA 91.85 93.06 91.93 90.97 92.02 92.04
Countries not in TTIP 73.61 63.18 75.11 66.08 75.1  74.18
All countries 78.06 71.07 79.14 72.86 79.17 78.59

Import shares partner
EU 1.54 .92 1.19 1.9 1.39 1.46
USA .05 .04 .05 .06 .05 .05s

Notes: All gravity specifications include exporter and importer fixed effects and the following regressors.

Specification (1): log-distance, contiguity, common language, history of common colonizer and a dummy for
domestic trade flows; Specification (2): as in (1) and moreover interaction terms of the domestic dummy with
GDP and GDP per capita; Specification (3): as in (1) and moreover a country-specific dummy for domestic
trade flows; Specification (4): pairwise (time-invariant) fixed effects; Specification (5): pairwise (time-invariant)

fixed effects and interactions of pairwise (time-invariant) fixed effects with a linear time trend.

respectively 1.46 and 1.39. The findings suggest that the gravity-based calibration with pairwise
fixed effects can be improved upon if there is a trend in trade flows.

The findings in this section imply both a potential advantage and disadvantage of the gravity-
based calibration with pairwise fixed effects. If there are large swings in trade shares across
years, calibration to the actual shares in a specific year might pick up undesired random varia-
tion in these shares, as will be explored in the next subsection. At the same time gravity-based
calibration to a specific year might miss trends in trade shares, which could become particularly
pressing in a longer panel. As shown above, this problem can be addressed by including inter-
actions of pairwise fixed effects with a time trend, slightly improving the outcomes. However,
this specification is computationally very intensive.

7.2 Bias as a result of random variation in trade flows

This section explores the potential bias of calibration to actual shares in case of random variation
in trade flows, corresponding with £;;; # 1 in gravity equation (24). Actual shares might pick
up this random variation, although it should be disregarded. In this section measurement error
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is still omitted, so u;;; = 1. Of course, the bias of calibration to actual shares will rise in
the variance of g;5, so this variance should be disciplined. To do so, the random variation in
the gravity equation estimated with actual data and pairwise fixed effects is employed. More
formally, equation (25) is estimated with Tj;; = pi; with p,; pairwise fixed effects, employing
the WIOD data for 2000 to 2014. The estimated variance of the error terms is then employed
as a proxy for the variance of €;5;. The estimated variance varies by the size of trade flows and
therefore the variance is estimated for each decile of trade flows.*® Working with one variance
for all trade flows, would overstate the variance in trade flows for larger observations.*”

100 baseline trade values are generated, according to V;;; = ngmeijt with ng‘m equal to the
trade flows in the WIOD-data and In ¢;j; drawn from a normal distribution with mean zero and

variance as described above. As in Subsection 6.3 this setup implies that baseline trade costs are
data ppdata

%ﬁ” = Eﬁﬁw %Eiﬁ and so by assumption the trade costs in the data are the correct
jt J

given by ¢t
trade costs. The counterfactual experiment is conducted both with the correct baseline data
and with the 100 randomly simulated baseline data. This setup makes it possible to examine
the impact of both random variation and misspecification together.

Almost the same estimators as in the previous section are then compared, in particular
calibration to actual shares and calibration to fitted shares based on gravity estimation with (i)
country-specific domestic dummies; (ii) a domestic dummy and its interaction with GDP and
GDP per capita; and (iii) pairwise fixed effects. Using the actual data as the true data makes it
possible to compare the misspecification bias in the previous section with the bias as a result of
random variation in trade flows. The alternative would be to set up a data generating process
accounting for both misspecification and random variation. The misspecification would then
have to be disciplined, based on the data. Instead of using this roundabout way, the actual
data are taken as the true data and random variation is added.

Table 9 displays the mean squared error (MSE) of the predicted welfare effects over the
100 simulations employing the different methods indicated, averaged over the countries in the
different groups, either population- or GDP-weighted:

100 , — 2
weightigly > (Wi, - Weame)
MSE™ - Z rep=1

group — weight;

;weight = GD P, population  (49)

1Egroup
W/{fﬁg}’;m and Wz?:gep are the percentage changes in welfare based on respectively the actual data
and the data with random variation added. The table shows that calibration to actual shares
and calibration to fitted shares based on pairwise fixed effects perform an order better than
the other two methods based on fitted shares. The reason for the poor performance with the
other two methods for especially the EU countries is that the two gravity equations misspecify
the baseline shares, in particular in some of the EU countries. This was not clear in Table 8
in the previous subsection evaluating misspecification, as this table displayed average effects,
obscuring upward and downward biases within the groups. Only for the USA the two fitted
shares approaches without pairwise fixed effects generate relatively accurate predictions, which
seems to be merely accidental.

Comparing the results based on actual shares and parwise fixed effects based fitted shares
shows that the differences are small between these two approaches. The MSE is smaller for the
EU-countries employing fitted shares, whereas pairwise fixed effects based fitted shares display
a lower MSE for the USA and countries not in TTIP. The average MSE for all countries in the

46This is done separately for domestic and international trade flows, since the variance of domestic trade flows
is an order smaller than of international trade flows. The results are in the online appendix.

4TEgger and Nigai (2015) find as well that the variance of the predicted trade flows in estimation with actual
data varies by decile, but do not impose a varying variance in their Monte Carlo exercises, which are entirely
based on generated data and thus do not contain differences inherent differences across observations.
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Table 9: The mean squared error of the predicted welfare effect under random variation of trade
flows employing actual shares and fitted shares

Calibration to Actual shares Fitted shares

Gravity specification (1) (2) (3)
Welfare effects (perc. change)

Population weighted

EU .00549 276 142 .0112

USA .000449 .0000389 .00300 .000184
Countries not in TTIP 2.75e-06 .0000120 4.05e-06  1.89e-06
All countries .000417 .0199 .0104 .000815

GDP weighted

EU .00731 .285 .192 .0164
USA .000449 .0000389 .00300 .000184
Countries not in TTIP 4.82¢-06 .0000438 .0000100 3.08e-06
All countries .00185 .0682 .0466 .00395

Notes: All gravity specifications include exporter and importer fixed effects and the following regressors.
Specification (1): log-distance, contiguity, common language, history of common colonizer and country-specific
dummies for domestic trade flows; Specification (2): as in (1) but instead of country-specific dummies for
domestic trade flows, one dummy for domestic flows and interaction terms of a domestic dummy with GDP and

GDP per capita; Specification (3): pairwise (time-invariant) fixed effects.

sample is smaller with actual shares. These results show that the bias generated by random
variation under actual shares is comparable in size with the bias generated by misspecifaction
under pairwise fixed effects based fitted shares.*®

7.3 Bias as a result of measurement error

This section examines the bias as a result of measurement error in trade flows of both calibration
to actual shares and to gravity-fitted shares, corresponding with u;;; # 1. Random variation in
trade flows is omitted again, so €;; = 1. Although measurement error in trade flows is listed
as an advantage of gravity-based calibration relative to actual shares calibration, it is by no
means clear that gravity-based calibration is robust to measurement error. The gravity-based
calibrations could suffer from two potential problems. First, the gravity estimation with pairwise
fixed effects might pick up measurement error not varying over time, and second the gravity
estimations with pairwise variables might suffer from correlation between the measurement error
and the gravity covariates like distance, leading to biased estimates of the gravity coefficients
and therefore also of the fitted trade values.

Since measurement error is unobserved it is hard to generate data to explore the influence
of measurement error on the different welfare-estimators. To generate measurement error, the
log difference between reported export and import flows in UN-COMTRADE is employed,

cT
e:cpg-tT and z'mpg-f, for the countries and years in the WIOD-database, Inv;;; = In f:;lé} The

ijt
same trade flows are reported by both importer authorities and exporter authorities and they
often display large differences. Although the difference between reported exports and imports

partially picks up the cif-fob margin, there are many other reasons for a discrepancy between

48 As shown in the previous subsection, the latter approach can be slightly improved upon by including an
interaction of the pairwise fixed effects with a time trend. Estimation of the gravity equation with this specification
requires about 2.5 hours on a desktop with 16GB of ram. The required computation time together with the very
small improvement in the estimation with actual data in the previous section was the reason not to explore this
specification in the simulations.
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Table 10: The average mean squared error of the predicted welfare effect with trade flows under
measurement error based on decile-specific variance employing actual shares and fitted shares

Calibration to Actual shares Fitted shares

Gravity specification (1) (2) (3)
Welfare effects (perc. change)

Population weighted

EU .00810 276 142 .0120

USA .000346 .000115  .00283 .000255
Countries not in TTIP 3.92e-06 .0000126 3.87e-06  2.60e-06
All countries .000601 .0199 .0104 .000879

GDP weighted

EU 0113 .285 .192 .0174
USA .000346 .000115  .00283 .000255
Countries not in TTIP 7.02¢e-06 .0000459 .0000100 4.38¢-06
All countries .00277 .0681 .0465 .00421

Notes: All gravity specifications include exporter and importer fixed effects and the following regressors.
Specification (1): log-distance, contiguity, common language, history of common colonizer and country-specific
dummies for domestic trade flows; Specification (2): as in (1) but instead of country-specific dummies for
domestic trade flows, one dummy for domestic flows and interaction terms of a domestic dummy with GDP and

GDP per capita; Specification (3): pairwise (time-invariant) fixed effects.

the two, which are related to measurement error. The difference can represent for example
misreporting of country of origin and destination (related to transit trade), ambiguity about
the exchange rate date used to convert values into a common currency, and ambiguity over
timing of exports and imports to report (Gaulier and Zignago (2010)). Lacking better data
on measurement error, the difference between trade flows reported by exporter and importer is
used as the most informative proxy of measurement error.

Measurement errors are split up into time-varying and time-invariant measurement errors by
regressing the measurement errors In v;;; in the sample on a set of pairwise fixed effects, showing
that 36% of the variation of the measurement error is time-invariant. Only for international
data measurement error is generated, since COMTRADE does not contain domestic flows.
Furthermore, two different ways are employed to partition the sample when calculating the
variance of the measurement error to generate the simulation data. First, the measurement
error is split up in deciles by size of trade flows as with random variation in the previous
subsection. Second, the variance of measurement error is expressed as a function of the gravity
regressors to allow for correlation between the measurement error and the gravity regressors. In
this setup, observation specific variances are used to generate the simulation data. In particular,
the following equation was estimated with the variance a function of the gravity regressors:

Inv;j; = aq Indistance;; + azcontiguity;; + azcommon__colony;; + (pafjt + Lijt

U%t = exp{Ao + A1 Indistance;; + Aacontiguity;; + Ascommon__colony;;

+ A1gdpir + Asgdp_pcir + Xegdpjt + Argdp_pcj} (50)

As in the previous section 100 baseline trade values are generated, according to V;; =
ngt“uiﬁ with ngt“ equal to the WIOD trade flows and the measurement error Inw;;; drawn
from a normal distribution with mean zero and variance calculated in the two ways described
above. The welfare effects of the TTIP counterfactual experiment are then calculated based on
the actual shares and based on fitted shares using three gravity specifications. So the same four

estimators as in the previous section are compared.
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Table 11: The average mean squared error of the predicted welfare effect with trade flows under
measurement error based on variance correlated with gravity regressors employing actual shares
and fitted shares

Calibration to Actual shares Fitted shares

Gravity specification (1) (2) (3)
Welfare effects (perc. change)

Population weighted

EU .000575 276 .143 .0114

USA 3.03e-06 .0000139 .00381 .000365
Countries not in TTIP 1.98e-07 .0000101  4.20e-06  1.24e-06
All countries .0000416 .0198 .0104 .000835

GDP weighted

EU .000862 .285 194 .0167
USA 3.03e-06 .0000137 .00381 .000365
Countries not in TTIP 3.28e-07 .0000375 .0000105 2.24e-06
All countries .000207 .0681 .0472 .00406

Notes: All gravity specifications include exporter and importer fixed effects and the following regressors.
Specification (1): log-distance, contiguity, common language, history of common colonizer and country-specific
dummies for domestic trade flows; Specification (2): as in (1) but instead of country-specific dummies for
domestic trade flows, one dummy for domestic flows and interaction terms of a domestic dummy with GDP and

GDP per capita; Specification (3): pairwise (time-invariant) fixed effects.

Table 10 displays the MSE based on measurement errors generated with decile-specific vari-
ances:

i,rep i,rep

MSE™e Z rep= ;weight = GD P, population  (51)

group — weight;

L0 - )
wez’ghtim > (Wme _ Wporrect)
1

iegroup

If/lv/g'},‘ép is the percentage change in welfare based on the data with measurement error. The
table displays the same patterns as Table 9 on random variation in trade flows. The approaches
based on actual shares and pairwise fixed effects based fitted shares generate similar results,
whereas the other two approaches based on fitted shares perform considerably worse. This
shows that time-invariant measurement error is not a reason to employ fitted shares based
on gravity regressors only without pairwise fixed effects. The fixed effects also pick up time-
invariant measurement error and could thus potentially perform worse than fitted shares based
on gravity regressors only.

Table 11 displays the MSE based on trade flows including measurement errors generated
with variances varying by the gravity regressors.?® The results of this exercise are somewhat
different from the previous one, since calibration based on actual shares clearly outperforms
calibration based on fitted shares. The MSEs based on actual shares in this simulation exercise
are smaller than in the previous exercise (first column), whereas the MSEs based on fitted shares
are similar in the two exercises. The variance is observation specific and determined mostly by
time-invariant regressors in this exercise. This makes the performance of fitted shares calibration
worse as the pairwise fixed effects pick up time invariant measurement errors.

Based on these simulations it can be concluded that neither measurement error nor random
variation in trade flows provide a good reason to prefer working with fitted shares instead of
actual shares.

49The regression outcomes of the model in equation (50) to determine the variance of the measurement error
are given in Appendix Appendix E
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8 Concluding remarks

This report classified and compared different quantitative trade models, in terms of model
exposition, solution method and calibration of baseline trade costs. As such the report could
contribute to a dialogue between CGE and SG practitioners. Three main conclusions can be
drawn based on the analysis. First, biases in predicted welfare effects of counterfactual trade
cost experiments are driven by biases in baseline import and export shares. More specifically,
overestimated trade shares vis-a-vis countries with which trade costs are reduced overestimate
predicted welfare effects. Second, calibration to fitted shares can generate large biases because of
misspecification of the employed gravity equation if no pairwise fixed effects are included. Third,
calibration to actual shares and calibration to pairwise-fixed-effects-based fitted shares display
similar performance in terms of robustness to three potential sources of bias, misspecification
of the gravity equation, random variation in trade flows, and measurement error in observed
trade flows. The findings of the report show that robustness to measurement error is not an
advantage of fitted over actual shares. Therefore, it is not useful to compare SG with other
approaches in the literature to address measurement error in trade data like Gehlhar (1996),
who use mirror trade statistics to confront this problem.

Based on these findings, the analysis conveys three messages for trade modellers conducting
counterfactual experiments. First, it is not a good idea to use fitted shares based on an estima-
tion with only international trade flows and an estimation with a cross-section of data. Either
actual shares should be used or panel data including pairwise fixed effects based on trade data
with both international and domestic trade flows.?? If there is a strong need to include as many
countries as possible in the sample (for example to identify parameters of observable trade cost
measures), it seems better to be flexible and deviate from structural estimation which would
impose the use of the same dataset for estimation and simulation. Furthermore, it seems good
practice to report the fit of the gravity estimation. Only reporting an R2 is not sufficient in
this respect since a large correlation between fitted and actual trade flows could still go along
with large differences between actual and fitted shares for example for domestic flows.?!

Second, CGE-models can be merged with the SG-approach to baseline calibration of trade
flows. Under PPML estimation of the gravity equation, fitted and actual output and expenditure
are identical if all exporter and importer fixed effects are identified. Therefore, fitted trade values
can easily be incorporated into a balanced CGE-database. Third, differences between baseline
calibration to actual and pairwise-fixed-effects-based fitted shares are small and seem to be a
matter of taste given the current knowledge. However, future work lies ahead which can tip
the balance in favor of using one of the two approaches. Two questions should therefore be
explored.

First, which method offers the best way to conduct sensitivity analysis, generating confidence
intervals for the predicted welfare effects? Anderson and Yotov (2016) and Pfaffermayr (2017)
calculate confidence intervals for the estimated effects of the presence of FTAs between countries,
their main counterfactual experiment. They do so by bootstrapping the gravity estimates
500 times.”?> Since the behavioral parameters in their study, the sectoral trade elasticities,
are fixed, this exercise comes down to varying the estimated baseline trade costs, based on
pairwise fixed effects, and the FTA-coefficients determining the size of the trade cost shocks.

50 As pointed out before, including pairwise fixed effects in a cross-section setting with domestic flows will give
equivalent baseline shares as calibration to actual shares.

5! An interesting example of the need to compare fitted with actual shares is Heid and Larch (2016). They
estimate two gravity equations, first a gravity equation with pairwise fixed effects to identify the coefficient on
a time-varying FTA dummy, and then a gravity equation without pairwise fixed effects to identify the effects of
time-invariant bilateral variables imposing a the FTA-coefficient from their first equation. They do not report
which estimate is employed to generate baseline trade costs, which does make a big difference for the outcomes
of counterfactual experiments as shown by the simulations in this paper.

52The authors provide only few details on their exercise. For example, it is not clear whether the bootstrapping
consists of panel bootstrapping or normal bootstrapping.
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In the CGE-literature scholars have instead conducted sensitivity analyses based on variation
in behavioral parameters (the trade elasticities in the exercises of Anderson and Yotov (2016)
and Pfaffermayr (2017)) applying Gaussian quadrature (Arndt (1996)). Future research could
attempt to combine the two approaches so as to be able to account for random variation in
both behavioral parameters, counterfactual experiments, and baseline trade costs.

Second, oftentimes policy-makers are interested in the effects of a trade policy experiment
in the future. This requires baseline trade data lying in the future and the two approaches to
baseline calibration suggest different ways to generate future baselines. CGE-modellers typically
make projections for macroeconomic variables like productivity, population and human capital
growth, and changes in the trade balance to generate baselines in the future based on a dynamic
model with endogenous capital and labor (see for example Dixon and Rimmer (1998), Bekkers
et al. (2017)). An alternative in the spirit of the SG-models would be to generate predictions
for future trade flows based on a panel gravity estimation delivering out-of-sample predictions.
Future work could compare the merits of the two approaches based on their out-of-sample
performance.
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Appendix A Theoretical model

A representative consumer with Armington preferences in country j has utility U; over varieties

from different countries i:%3

J o—1 o—1
Uj = <Z qijg dwij) (Al)
=1

gi; is the demand for goods from ¢ and is equal to:
qi5 = p;jU.ijilEj (AQ)

pi; is the price of goods shipped from ¢ to j, E; is expenditure in country j, and P; is the price
index defined as:

l1—0o

Pj= <§J:p}{”> (A.3)
=1

There is a fixed endowment of goods in country 7 denoted by L; with price w;. Shipping goods
from country 7 and j comes with iceberg trade costs t;;, implying p;; = t;;w;. The value of
trade from 7 to j, Vjj, is equal to the quantity of trade g;; times the price p;;:

V%j = (Tijwi)l_g P;-TflEj (A4)
Income in country 4, Y; = w;L;, is equal to the value of sales to all destination countries j:

J
’LUZ‘LZ‘ = Z (Tijwi)l_a P;T_lEj (A5)
7=1

Expenditures E; have been written as a function of income by defining the trade deficit ratio

, _ Bjmwil
Dj as -D] = W

Appendix B Equilibrium equations and baseline calibration in
the different approaches
In this appendix the equilibrium equations, baseline calibrations of trade costs, and employed

starting values of the endogenous variables of the four methods are listed. First, calibration of
trade costs from and to the rest-of-the-world is discussed.

Appendix B.1 Calibration trade costs Rest-of-the-World (ROW)

In a balanced dataset of trade flows between countries there is also a residual region, ROW.
The question is how trade costs should be calibrated for this region. With calibration to
actual shares, trade costs are simply set based on the actual import and export shares. With
calibration to fitted shares the problem is that ROW is not part of the gravity estimation, so

53Since we assume identical firms we can write the mass of firms n;; immediately in the utility function instead
of using an integral over the set of varieties from country .

43



no fitted values can be calculated. Under estimation with PPML including domestic flows,
however, fitted and actual total imports and exports of each country are identical. Therefore,
trade costs from and to ROW can be calibrated to the actual import shares. Under estimation
without domestic trade flows, however, total fitted imports are not equal to actual imports,
since domestic sales (imports) are not part of the estimation. Therefore, in the simulations
based on gravity estimation without domestic flows, fitted trade costs were calculated as an
average of trade costs with all other countries.

Appendix B.2 Structural gravity

II; and P; are solved from equations (21)-(22) in the baseline employing the actual values for
Y; and the fitted values for iceberg trade costs, tw’ in equation (30). The counterfactual is
solved from the same equations with baseline trade costs, tlg , replaced by counterfactual trade

costs, t2% . using equation (32) and adding equation (31) to solve for counterfactual GDP. The

) (;1,‘77
starting values for II; and P; in the baseline can be set as follows based on the fixed effects,

equations (33)-(34):
Y 1
: o—1
= Yw> B0

Py = (M;/E;)7 (B.2)

If all fixed effects are identified in the estimation stage and the gravity equation is estimated
with PPML; these expressions are exact solutions of the baseline model, as pointed out by Fally
(2015).

As an alternative, baseline trade costs can be set based on the fitted import shares with
corresponding solutions for P; and II;:

1

1 T XM\ -°
ti]’ = (zmpshff) 1= = <Z‘7 El ‘7) (B3)
J
P =1 (B.4)
1
Y; \1-=
II; = B.5
’ (YW> (B:5)

A third way to solve the model is to employ the equilibrium equations (19)-(20), solving for
w; and Pj, setting ¢;; as in (B.3) in the baseline and using as starting values w; = P; = 1.

Although the three calibrations seem different, they all give exactly the same results for
counterfactual exercises since they correspond with the same baseline import and export shares.
With the first calibration import and export shares are given by:

}/i T@] X, M ‘/i?rav

Vis
impshy?' = —L =17 o B.6
Vi E; Y,  Tyx;M; VI
ex Sh§gl _ ﬁ — tl O'HO‘ 1PO’ 1 LY e R Y | B.7
p 1) }/; 7 Y YW }/; }/l ( )
The second calibration delivers the same baseline shares:
grav
2 V;J' l1—o170—1 po—1 Y; 1-0 T:LJX’LM] ‘/ij
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And the third calibration generates also the same baseline shares:

grav
, 3 Vi 10 po1 _ -0 _ LigXiM; Vi
impsh;?® = =L = (tjw;) " PI T =t,;7 = = (B.10)
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Appendix B.3 CGE-in-levels

Equations (19)-(20) are solved for the endogenous variables w; and P; both with baseline and
counterfactual trade costs and baseline trade costs are given by equation (38). In the baseline
w; and P; are both set at 1, which are solutions for equations (19)-(20) and obviously give
baseline import and export shares equal to the actual shares.

Appendix B.4 CGE-in-relative-changes

The equilibrium equations (39)-(40) can be solved for I'Z and w; as a function of ¢;; with the
import and export shares taken from the data. But in GEMPACK, with the model coded in
terms of quantities, the following equations are solved for P;, w; and g;;, the quantity of trade
from 4 to j:

By ST (Grm) -y S (Gem) e

: J 1— J
=1 3 (tkj’wk) o =1 %" tradey;
k=1 k=1
G5 =ty —o (b + Wi —P) = P+ @+ L (B.13)
—~ trade;;
L=y % g (B.14)
=1 %" tradegy,
k=1

Since the number of endowments is fixed, L; is set at zero or technically set as exogenous variable
in the command file. The value of trade trade;; is updated in each step according to:

tradeij = W;iQGij (B15)

The online appendix outlines the GEMPACK code of the equilibrium equations.

Appendix B.5 Exact hat algebra

Equations (41)-(42) are solved for 1/3; and w; as a function of #;;. The initial values for 73;
and w; are set at respectively —0.1 and 0.1. If the model becomes more complicated, it might
become more urgent to pick starting values closer to the expected solution and work with
country-specific starting values.

As alternative one could solve for ]/3; and }A/Z as often done in the EHA-approach. The two
equilibrium equations become in this case:

Py = (i (tf)) - (B.16)

i=1 ¢

J l1—0
Yi o —
=Y (tijL) P (14 D))Y; (B.17)

Exact hat-differentiating equations (B.16)-(B.17) gives then the same equations as before,
but with w; replaced by Y;.
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Supplementary appendices to be distributed as online appendix

Appendix C Derivation equations

This section provides more detailed derivations of some of the equations in the main text.
Equations (39)-(40)
Hat-differentiating equations (19)-(20) gives:

J 1—0'
(tijw:) ~,
P = > 7 — (tz‘j + 'U)i) (C.1)
X (trjwe)*
T (tijwy) 7 PP (14 D) wj L, -
. ij Wi j 3) Wik B =L~ D)
w; = 221 L .o ((1 o) (tl] + w; P]> + w]) (C.2)
J kzl (tzsz) Pk: (1 + Dk) kak

It is easy to show that the coefficients in the summations of equations (C.1)-(C.2) are
respectively equal to the import shares impsh;; and export shares expsh;; and thus lead to
equations (39)-(40).

Equations (21)-(23)

To start equation (20) can be rearranged as follows, imposing Y; = w;L;:

J
Yi=3 (tyw) " Py (14 D))Y;
j=1
Y;
wil*‘7 = .
> 4 TP (14 D)) Y;
j=1
" 1
J o1 1
_ -0 po—1 (1 + D) Y; Y \ T
= (g )
Hence, II; can be defined as follows, equation (22) in the main text:
_1
4 (L+D)Y;\ "
_ 1—- —1 J
II; = thl.j 7Py . (C.3)
]:

Equation (22) implies the following expression for w;:

()

w

;= 4
wi =T (C.4)
Substituting equation (C.4) into equations (18)-(19) leads to equations (21) and (23):

1
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Equation (51)



Next the expression for the ratio of counterfactual and baseline output can be derived,
starting from equation () and imposing fixed endowments, L.; = L;:

1
Yc,i I—0o 1
<YW) (Yc,i) l1—0o
Yei  weil; 7L IL; \vw

YV, wili ()™ Tt ()

Yy

o—1
Yei (IL) ~°
Y;J Hc,i

It is assumed that Yy = Y. 1, implying that the solution of a counterfactual experiment based
on equation (31) will generate an approximate solution.

FEquation (35)

Given fixed endowments Y. ; can be written as a function of we;:

We,i

Yei= Y (C.7)

%

Comparing the two expressions for P; in (19) and (21) shows that w; can be written as:

Y;
1— -1
Using the expression for the estimated fixed effect, equation (33), w; can be written as:
Y;
w7 =17 o = X (C.9)
w

Substituting equation (C.9) into equation (C.7) and rearranging then leads to equation (35) in
the main text: )
4 X. \T=
Vo= 25ty = (524) (€.10)
’ i Xi

Baseline shares equal to actual shares with CGE in levels approach

Calculating the import and export shares from equation (18) and substituting the CGE-in-
levels calibration of baseline trade costs in equation (38) leads to:

1\ 1-o
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Showing that equation (38) corresponds with w; = P; =1 in baseline
It can be easily shown that w; = P; = 1 is a solution of the equilibrium equations (19)-(20),
given equation (38):
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Appendix D Code CGE-model in relative changes

In GEMPACK notation (using as much as possible the same symbols as in the GTAP-GEMPACK-
code), equations (B.12)-(B.15) correspond with:

pim(s) = sum(k, REG, MSHRS(k,s) * [pm(k) + itc(k, s)]) (B.1)
qus (r,s) = ite(r,s) — ESBD x (itc (r, s) + pm (r) — pim (s)) — pim (s) + pm (s) + qo (s)
(B.2)
go (r) = sum (s, SHRXMD(r,s) * qxs (r, s)) (B.3)
With:
trade (r,s) = pm (1) x qxs (r, s) (B.4)
B trade (r, s)
MSHRS (r,s) = sum (k,trade (k, s)) (B-5)
SHRXMD (r,5) = —rade () (B.6)

sum (k, trade (r, k))

Instead of using the symbol ams, the technological change in trade in GTAP-GEMPACK, itc,
iceberg trade costs, is used observing that ams = —itc. As data only trade;; is needed, the
value of trade.

Appendix E Additional counterfactual experiments and auxil-
iary regression results

Table 12: Effect of import and export share with FTA-partner on welfare effects for the USA
of the introduction of an FTA with the EU (TTIP)

(1) (2) (3)
diff welfare diff welfare diff welfare

diff _impsh 9.40*** 4.52%** 4.45%**
(0.33) (0.074) (0.072)
diff _expsh 4.95%** 4.76%**
(0.063) (0.078)
diff domsh -0.0026***
(0.00068)
Observations 100 100 100
R? 0.89 1.00 1.00
Adjusted R? 0.89 1.00 1.00

Standard errors in parentheses
*p < 0.05,** p<0.01, *** p < 0.001



Table 13: Effect of import and export share with FTA-partner on welfare effects of the USA
and Mexico for a Mexico-USA FTA

Mexico USA
(1) (2) (3) (4) (5) (6)
diff welfare diff welfare diff welfare diff welfare diff welfare diff welfare
diff _impsh 0.17*** 0.055%** 0.0018*** 0.071*** 0.032*** 0.032***
(0.0078) (0.0095) (0.00039) (0.0023) (0.0015) (0.0012)
diff _expsh 0.12%** -0.0024*** 0.049*** 0.044***
(0.0087) (0.00054) (0.0016) (0.0015)
diff domsh -0.15%** -0.0011***
(0.00056) (0.00015)
Observations 100 100 100 100 100 100
R? 0.82 0.94 1.00 0.91 0.99 0.99
Adjusted R? 0.82 0.94 1.00 0.91 0.99 0.99

Standard errors in parentheses
*p<0.05 " p<0.01, "™ p<0.001

Table 14: Effect of import and export share with FTA-partner on welfare effects of FTA for
Mexico and the rest of the world of a unilateral liberalization in Mexico

Mexico Rest of the world
(1) (2) (3) (4) (5) (6)
diff welfare diff welfare diff welfare diff welfare diff welfare diff welfare
diff _impsh 0.15%** 0.046*** 0.046*** 0.046*** 0.048*** 0.042***
(0.00016) (0.00014) (0.00014) (0.00013) (0.0012) (0.0022)
diff _expsh 0.047** 0.046*** 0.049*** 0.051%** 0.023***
(0.00027) (0.00027) (0.00026) (0.0020) (0.0025)
diff domsh -0.000015* -0.000015* -0.0000062 -0.000061 0.00019
(0.0000068)  (0.0000069)  (0.0000064)  (0.000053) (0.00012)
Observations 100 12000 12000 12000 120 100
R? 1.00 0.93 0.93 0.94 0.94 0.85
Adjusted R? 1.00 0.93 0.93 0.94 0.94 0.85

Standard errors in parentheses
*p<0.05 " p<0.01, "™ p<0.001

Table 15: Effect of total import share on welfare effects of multilateral liberalization

0 @) ®) @ )
diff welfare diff welfare diff welfare diff welfare diff welfare
diff impsh 0.32%** 0.32%** 0.33*** 0.24*** 0.27***
(0.0043) (0.0043) (0.0018) (0.016) (0.0056)
Observations 12100 12100 12100 121 99
R? 0.31 0.31 0.88 0.65 0.96
Adjusted R? 0.31 0.31 0.88 0.65 0.96

Standard errors in parentheses
*p<0.05 " p<0.01, ™ p<0.001
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Figure 2: The impact of deviations in average import shares from their mean on deviations of
welfare effects from their mean after a reduction in trade costs between all countries (multilateral
liberalization)

Table 16: Standard deviations used to generate random variation and measurement error in the
trade data

Decile trade flows St.dev. random variation In(e;;;) St.dev. measurement error In(vjj;)
International flows Domestic flows All trade flows

1 0.838 0.116 0.891
2 0.562 0.058 0.605
3 0.471 0.054 0.52
4 0.394 0.031 0.454
5 0.353 0.019 0.381
6 0.33 0.022 0.369
7 0.282 0.017 0.31
8 0.268 0.009 0.297
9 0.244 0.01 0.274
10 0.18 0.004 0.274
N 27,090 645 23,220




Table 17: Explaining variance of measurement error as a function of gravity regressors and
importer and exporter GDP and GDP per capita

(1)

lomega
Log(omega)
Log(Distance) -0.087*** (0.0031)
Contiguity 0.010 (0.011)
Common language 0.044*** (0.0092)
Common colony 0.11%* (0.031)
Constant 0.60*** (0.025)
HET
Log(Distance) 0.38"** (0.0047)
Contiguity -0.50%** (0.022)
Common language -0.39*** (0.020)
Common colony -0.63** (0.21)
GDP exporter -0.000000083***  (1.7e-09)
GDP PC exporter -8.09*** (0.13)
GDP importer -0.00000017**  (1.4e-09)
GDP PC importer -0.65"** (0.14)
Constant -3.78*** (0.036)
Observations 23220

Standard errors in parentheses
* p<0.05 " p<0.01, "™ p<0.001



